obd display-trace ca13a190-9349-11ee-ac32-000c291499b3

[2023-12-05 00:39:22.727] [DEBUG] - cmd: []

[2023-12-05 00:39:22.727] [DEBUG] - opts: {'components': 'oceanbase-ce,obproxy-ce,obagent,prometheus,grafana'}

[2023-12-05 00:39:22.727] [DEBUG] - mkdir /home/yyq2021211097/.obd/lock/

[2023-12-05 00:39:22.728] [DEBUG] - unknown lock mode

[2023-12-05 00:39:22.728] [DEBUG] - try to get share lock /home/yyq2021211097/.obd/lock/global

[2023-12-05 00:39:22.728] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/global`, count 1

[2023-12-05 00:39:22.728] [DEBUG] - Get Deploy by name

[2023-12-05 00:39:22.728] [DEBUG] - mkdir /home/yyq2021211097/.obd/cluster/

[2023-12-05 00:39:22.729] [DEBUG] - mkdir /home/yyq2021211097/.obd/config\_parser/

[2023-12-05 00:39:22.729] [DEBUG] - try to get exclusive lock /home/yyq2021211097/.obd/lock/deploy\_demo

[2023-12-05 00:39:22.729] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/deploy\_demo`, count 1

[2023-12-05 00:39:22.730] [DEBUG] - Get deploy info

[2023-12-05 00:39:22.736] [DEBUG] - judge deploy status

[2023-12-05 00:39:22.736] [DEBUG] - Get Deploy by name

[2023-12-05 00:39:22.737] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/deploy\_demo`, count 2

[2023-12-05 00:39:22.741] [DEBUG] - Get deploy configuration

[2023-12-05 00:39:22.755] [DEBUG] - allow include file not exists

[2023-12-05 00:39:22.758] [INFO] Get local repositories

[2023-12-05 00:39:22.758] [DEBUG] - mkdir /home/yyq2021211097/.obd/repository

[2023-12-05 00:39:22.759] [DEBUG] - Get local repository obproxy-ce-4.2.1.0-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:22.761] [DEBUG] - try to get share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo

[2023-12-05 00:39:22.761] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 1

[2023-12-05 00:39:22.764] [DEBUG] - Get local repository grafana-7.5.17-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:22.766] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 2

[2023-12-05 00:39:22.768] [DEBUG] - Get local repository oceanbase-ce-4.2.1.1-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:22.769] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 3

[2023-12-05 00:39:22.772] [DEBUG] - Get local repository prometheus-2.37.1-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:22.773] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 4

[2023-12-05 00:39:22.776] [DEBUG] - Get local repository obagent-4.2.1-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:22.777] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 5

[2023-12-05 00:39:22.889] [DEBUG] - Searching get\_relation\_tenants plugin for components ...

[2023-12-05 00:39:22.890] [DEBUG] - Searching get\_relation\_tenants plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:22.890] [DEBUG] - mkdir /home/yyq2021211097/.obd/plugins

[2023-12-05 00:39:22.894] [DEBUG] - No such get\_relation\_tenants plugin for obproxy-ce-4.2.1.0

[2023-12-05 00:39:22.894] [DEBUG] - Searching get\_relation\_tenants plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:22.896] [DEBUG] - No such get\_relation\_tenants plugin for grafana-7.5.17

[2023-12-05 00:39:22.896] [DEBUG] - Searching get\_relation\_tenants plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:22.901] [DEBUG] - Found for oceanbase-ce-py\_script\_get\_relation\_tenants-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:22.901] [DEBUG] - Searching get\_relation\_tenants plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:22.903] [DEBUG] - No such get\_relation\_tenants plugin for prometheus-2.37.1

[2023-12-05 00:39:22.903] [DEBUG] - Searching get\_relation\_tenants plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:22.907] [DEBUG] - No such get\_relation\_tenants plugin for obagent-4.2.1

[2023-12-05 00:39:22.907] [INFO] Open ssh connection

[2023-12-05 00:39:23.038] [DEBUG] - Call oceanbase-ce-py\_script\_get\_relation\_tenants-4.2.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:23.038] [DEBUG] - import get\_relation\_tenants

[2023-12-05 00:39:23.040] [DEBUG] - add get\_relation\_tenants ref count to 1

[2023-12-05 00:39:23.041] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/deploy\_demo`, count 3

[2023-12-05 00:39:23.058] [DEBUG] - sub get\_relation\_tenants ref count to 0

[2023-12-05 00:39:23.058] [DEBUG] - export get\_relation\_tenants

[2023-12-05 00:39:23.058] [DEBUG] - Check for standby tenant

[2023-12-05 00:39:23.058] [INFO] Check for standby tenant

[2023-12-05 00:39:23.059] [DEBUG] - Searching connect plugin for components ...

[2023-12-05 00:39:23.059] [DEBUG] - Searching connect plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:23.059] [DEBUG] - Found for obproxy-ce-py\_script\_connect-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:23.059] [DEBUG] - Searching connect plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:23.059] [DEBUG] - Found for grafana-py\_script\_connect-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:23.059] [DEBUG] - Searching connect plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:23.060] [DEBUG] - Found for oceanbase-ce-py\_script\_connect-3.1.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:23.060] [DEBUG] - Searching connect plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:23.060] [DEBUG] - Found for prometheus-py\_script\_connect-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:23.060] [DEBUG] - Searching connect plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:23.060] [DEBUG] - Found for obagent-py\_script\_connect-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:23.060] [DEBUG] - Searching get\_standbys plugin for components ...

[2023-12-05 00:39:23.060] [DEBUG] - Searching get\_standbys plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:23.060] [DEBUG] - No such get\_standbys plugin for obproxy-ce-4.2.1.0

[2023-12-05 00:39:23.060] [DEBUG] - Searching get\_standbys plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:23.061] [DEBUG] - No such get\_standbys plugin for grafana-7.5.17

[2023-12-05 00:39:23.061] [DEBUG] - Searching get\_standbys plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:23.061] [DEBUG] - Found for oceanbase-ce-py\_script\_get\_standbys-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:23.061] [DEBUG] - Searching get\_standbys plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:23.061] [DEBUG] - No such get\_standbys plugin for prometheus-2.37.1

[2023-12-05 00:39:23.061] [DEBUG] - Searching get\_standbys plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:23.061] [DEBUG] - No such get\_standbys plugin for obagent-4.2.1

[2023-12-05 00:39:23.061] [DEBUG] - Searching get\_deployment\_connections plugin for components ...

[2023-12-05 00:39:23.061] [DEBUG] - Searching get\_deployment\_connections plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:23.061] [DEBUG] - No such get\_deployment\_connections plugin for obproxy-ce-4.2.1.0

[2023-12-05 00:39:23.062] [DEBUG] - Searching get\_deployment\_connections plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:23.062] [DEBUG] - No such get\_deployment\_connections plugin for grafana-7.5.17

[2023-12-05 00:39:23.062] [DEBUG] - Searching get\_deployment\_connections plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:23.062] [DEBUG] - Found for oceanbase-ce-py\_script\_get\_deployment\_connections-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:23.062] [DEBUG] - Searching get\_deployment\_connections plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:23.062] [DEBUG] - No such get\_deployment\_connections plugin for prometheus-2.37.1

[2023-12-05 00:39:23.062] [DEBUG] - Searching get\_deployment\_connections plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:23.062] [DEBUG] - No such get\_deployment\_connections plugin for obagent-4.2.1

[2023-12-05 00:39:23.062] [DEBUG] - Searching check\_exit\_standby plugin for components ...

[2023-12-05 00:39:23.062] [DEBUG] - Searching check\_exit\_standby plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:23.063] [DEBUG] - No such check\_exit\_standby plugin for obproxy-ce-4.2.1.0

[2023-12-05 00:39:23.063] [DEBUG] - Searching check\_exit\_standby plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:23.063] [DEBUG] - No such check\_exit\_standby plugin for grafana-7.5.17

[2023-12-05 00:39:23.063] [DEBUG] - Searching check\_exit\_standby plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:23.063] [DEBUG] - Found for oceanbase-ce-py\_script\_check\_exit\_standby-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:23.063] [DEBUG] - Searching check\_exit\_standby plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:23.063] [DEBUG] - No such check\_exit\_standby plugin for prometheus-2.37.1

[2023-12-05 00:39:23.063] [DEBUG] - Searching check\_exit\_standby plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:23.063] [DEBUG] - No such check\_exit\_standby plugin for obagent-4.2.1

[2023-12-05 00:39:23.063] [DEBUG] - Call oceanbase-ce-py\_script\_get\_deployment\_connections-4.2.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:23.063] [DEBUG] - import get\_deployment\_connections

[2023-12-05 00:39:23.121] [DEBUG] - add get\_deployment\_connections ref count to 1

[2023-12-05 00:39:26.127] [DEBUG] - sub get\_deployment\_connections ref count to 0

[2023-12-05 00:39:26.127] [DEBUG] - export get\_deployment\_connections

[2023-12-05 00:39:26.127] [DEBUG] - Call oceanbase-ce-py\_script\_get\_standbys-4.2.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:26.127] [DEBUG] - import get\_standbys

[2023-12-05 00:39:26.130] [DEBUG] - add get\_standbys ref count to 1

[2023-12-05 00:39:26.130] [DEBUG] -- Connect to demo failed. skip get standby

[2023-12-05 00:39:26.130] [DEBUG] - sub get\_standbys ref count to 0

[2023-12-05 00:39:26.130] [DEBUG] - export get\_standbys

[2023-12-05 00:39:26.130] [DEBUG] - Call oceanbase-ce-py\_script\_check\_exit\_standby-4.2.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:26.130] [DEBUG] - import check\_exit\_standby

[2023-12-05 00:39:26.131] [DEBUG] - add check\_exit\_standby ref count to 1

[2023-12-05 00:39:26.132] [DEBUG] - sub check\_exit\_standby ref count to 0

[2023-12-05 00:39:26.132] [DEBUG] - export check\_exit\_standby

[2023-12-05 00:39:26.196] [DEBUG] - Check deploy status

[2023-12-05 00:39:26.196] [DEBUG] - Searching param plugin for components ...

[2023-12-05 00:39:26.196] [DEBUG] - Search param plugin for obproxy-ce

[2023-12-05 00:39:26.196] [DEBUG] - Found for obproxy-ce-param-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:26.196] [DEBUG] - Applying obproxy-ce-param-3.1.0 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:26.305] [DEBUG] - Search param plugin for grafana

[2023-12-05 00:39:26.305] [DEBUG] - Found for grafana-param-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:26.305] [DEBUG] - Applying grafana-param-7.5.17 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:26.326] [DEBUG] - Search param plugin for oceanbase-ce

[2023-12-05 00:39:26.326] [DEBUG] - Found for oceanbase-ce-param-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:26.327] [DEBUG] - Applying oceanbase-ce-param-4.2.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:26.761] [DEBUG] - Search param plugin for prometheus

[2023-12-05 00:39:26.761] [DEBUG] - Found for prometheus-param-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:26.761] [DEBUG] - Applying prometheus-param-2.37.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:26.778] [DEBUG] - Search param plugin for obagent

[2023-12-05 00:39:26.778] [DEBUG] - Found for obagent-param-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:26.778] [DEBUG] - Applying obagent-param-1.3.0 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:26.833] [INFO] Search plugins

[2023-12-05 00:39:26.834] [DEBUG] - Searching destroy plugin for components ...

[2023-12-05 00:39:26.834] [DEBUG] - Searching destroy plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:26.835] [DEBUG] - Found for obproxy-ce-py\_script\_destroy-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:26.835] [DEBUG] - Searching destroy plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:26.835] [DEBUG] - Found for grafana-py\_script\_destroy-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:26.835] [DEBUG] - Searching destroy plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:26.835] [DEBUG] - Found for oceanbase-ce-py\_script\_destroy-3.1.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:26.835] [DEBUG] - Searching destroy plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:26.835] [DEBUG] - Found for prometheus-py\_script\_destroy-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:26.835] [DEBUG] - Searching destroy plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:26.836] [DEBUG] - Found for obagent-py\_script\_destroy-0.1 for obagent-4.2.1

[2023-12-05 00:39:26.965] [INFO] Cluster status check

[2023-12-05 00:39:26.966] [DEBUG] - Searching status plugin for components ...

[2023-12-05 00:39:26.966] [DEBUG] - Searching status plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:26.966] [DEBUG] - Found for obproxy-ce-py\_script\_status-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:26.967] [DEBUG] - Searching status plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:26.967] [DEBUG] - Found for grafana-py\_script\_status-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:26.967] [DEBUG] - Searching status plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:26.967] [DEBUG] - Found for oceanbase-ce-py\_script\_status-3.1.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:26.967] [DEBUG] - Searching status plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:26.967] [DEBUG] - Found for prometheus-py\_script\_status-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:26.967] [DEBUG] - Searching status plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:26.967] [DEBUG] - Found for obagent-py\_script\_status-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:26.968] [DEBUG] - Call obproxy-ce-py\_script\_status-3.1.0 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:26.968] [DEBUG] - import status

[2023-12-05 00:39:26.970] [DEBUG] - add status ref count to 1

[2023-12-05 00:39:26.970] [DEBUG] -- local execute: cat /home/yyq2021211097/obproxy-ce/run/obproxy-127.0.0.1-2883.pid

[2023-12-05 00:39:26.976] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:26.976] [DEBUG] cat: /home/yyq2021211097/obproxy-ce/run/obproxy-127.0.0.1-2883.pid: No such file or directory

[2023-12-05 00:39:26.977] [DEBUG]

[2023-12-05 00:39:26.977] [DEBUG] - sub status ref count to 0

[2023-12-05 00:39:26.977] [DEBUG] - export status

[2023-12-05 00:39:26.977] [DEBUG] - Call grafana-py\_script\_status-7.5.17 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:26.977] [DEBUG] - import status

[2023-12-05 00:39:26.979] [DEBUG] - add status ref count to 1

[2023-12-05 00:39:26.979] [DEBUG] -- local execute: cat /home/yyq2021211097/grafana/run/grafana.pid

[2023-12-05 00:39:26.985] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:26.985] [DEBUG] cat: /home/yyq2021211097/grafana/run/grafana.pid: No such file or directory

[2023-12-05 00:39:26.985] [DEBUG]

[2023-12-05 00:39:26.985] [DEBUG] - sub status ref count to 0

[2023-12-05 00:39:26.985] [DEBUG] - export status

[2023-12-05 00:39:26.986] [DEBUG] - Call oceanbase-ce-py\_script\_status-3.1.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:26.986] [DEBUG] - import status

[2023-12-05 00:39:26.987] [DEBUG] - add status ref count to 1

[2023-12-05 00:39:26.988] [DEBUG] -- local execute: cat /home/yyq2021211097/oceanbase-ce/run/observer.pid

[2023-12-05 00:39:26.993] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:26.993] [DEBUG] cat: /home/yyq2021211097/oceanbase-ce/run/observer.pid: No such file or directory

[2023-12-05 00:39:26.993] [DEBUG]

[2023-12-05 00:39:26.993] [DEBUG] - sub status ref count to 0

[2023-12-05 00:39:26.993] [DEBUG] - export status

[2023-12-05 00:39:26.994] [DEBUG] - Call prometheus-py\_script\_status-2.37.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:26.994] [DEBUG] - import status

[2023-12-05 00:39:26.996] [DEBUG] - add status ref count to 1

[2023-12-05 00:39:26.996] [DEBUG] -- local execute: cat /home/yyq2021211097/prometheus/run/prometheus.pid

[2023-12-05 00:39:27.001] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:27.001] [DEBUG] cat: /home/yyq2021211097/prometheus/run/prometheus.pid: No such file or directory

[2023-12-05 00:39:27.001] [DEBUG]

[2023-12-05 00:39:27.001] [DEBUG] - sub status ref count to 0

[2023-12-05 00:39:27.001] [DEBUG] - export status

[2023-12-05 00:39:27.001] [DEBUG] - Call obagent-py\_script\_status-1.3.0 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:27.001] [DEBUG] - import status

[2023-12-05 00:39:27.003] [DEBUG] - add status ref count to 1

[2023-12-05 00:39:27.003] [DEBUG] -- local execute: cat /home/yyq2021211097/obagent/run/ob\_agentd.pid

[2023-12-05 00:39:27.008] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:27.009] [DEBUG] cat: /home/yyq2021211097/obagent/run/ob\_agentd.pid: No such file or directory

[2023-12-05 00:39:27.009] [DEBUG]

[2023-12-05 00:39:27.009] [DEBUG] - sub status ref count to 0

[2023-12-05 00:39:27.009] [DEBUG] - export status

[2023-12-05 00:39:27.097] [DEBUG] - Call obproxy-ce-py\_script\_destroy-3.1.0 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:27.097] [DEBUG] - import destroy

[2023-12-05 00:39:27.099] [DEBUG] - add destroy ref count to 1

[2023-12-05 00:39:27.100] [INFO] obproxy work dir cleaning

[2023-12-05 00:39:27.100] [DEBUG] -- 127.0.0.1 work path cleaning

[2023-12-05 00:39:27.100] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/obproxy-ce/

[2023-12-05 00:39:27.106] [DEBUG] -- exited code 0

[2023-12-05 00:39:27.107] [DEBUG] -- 127.0.0.1:/home/yyq2021211097/obproxy-ce cleaned

[2023-12-05 00:39:27.232] [DEBUG] - sub destroy ref count to 0

[2023-12-05 00:39:27.232] [DEBUG] - export destroy

[2023-12-05 00:39:27.232] [DEBUG] - Call grafana-py\_script\_destroy-7.5.17 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:27.232] [DEBUG] - import destroy

[2023-12-05 00:39:27.234] [DEBUG] - add destroy ref count to 1

[2023-12-05 00:39:27.234] [INFO] grafana work dir cleaning

[2023-12-05 00:39:27.235] [DEBUG] -- 127.0.0.1 work path cleaning

[2023-12-05 00:39:27.235] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/grafana

[2023-12-05 00:39:27.544] [DEBUG] -- exited code 0

[2023-12-05 00:39:27.546] [DEBUG] -- 127.0.0.1:/home/yyq2021211097/grafana cleaned

[2023-12-05 00:39:27.627] [DEBUG] - sub destroy ref count to 0

[2023-12-05 00:39:27.627] [DEBUG] - export destroy

[2023-12-05 00:39:27.628] [DEBUG] - Call oceanbase-ce-py\_script\_destroy-3.1.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:27.628] [DEBUG] - import destroy

[2023-12-05 00:39:27.630] [DEBUG] - add destroy ref count to 1

[2023-12-05 00:39:27.631] [INFO] observer work dir cleaning

[2023-12-05 00:39:27.631] [DEBUG] -- 127.0.0.1 work path cleaning

[2023-12-05 00:39:27.631] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/oceanbase-ce/

[2023-12-05 00:39:27.646] [DEBUG] -- exited code 0

[2023-12-05 00:39:27.647] [DEBUG] -- 127.0.0.1:/home/yyq2021211097/oceanbase-ce cleaned

[2023-12-05 00:39:27.764] [DEBUG] - sub destroy ref count to 0

[2023-12-05 00:39:27.764] [DEBUG] - export destroy

[2023-12-05 00:39:27.764] [DEBUG] - Call prometheus-py\_script\_destroy-2.37.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:27.764] [DEBUG] - import destroy

[2023-12-05 00:39:27.766] [DEBUG] - add destroy ref count to 1

[2023-12-05 00:39:27.767] [INFO] prometheus work dir cleaning

[2023-12-05 00:39:27.767] [DEBUG] -- 127.0.0.1 work path cleaning

[2023-12-05 00:39:27.768] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/prometheus

[2023-12-05 00:39:27.775] [DEBUG] -- exited code 0

[2023-12-05 00:39:27.775] [DEBUG] -- 127.0.0.1:/home/yyq2021211097/prometheus cleaned

[2023-12-05 00:39:27.899] [DEBUG] - sub destroy ref count to 0

[2023-12-05 00:39:27.899] [DEBUG] - export destroy

[2023-12-05 00:39:27.899] [DEBUG] - Call obagent-py\_script\_destroy-0.1 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:27.899] [DEBUG] - import destroy

[2023-12-05 00:39:27.901] [DEBUG] - add destroy ref count to 1

[2023-12-05 00:39:27.902] [INFO] obagent work dir cleaning

[2023-12-05 00:39:27.902] [DEBUG] -- 127.0.0.1 work path cleaning

[2023-12-05 00:39:27.902] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/obagent/

[2023-12-05 00:39:27.917] [DEBUG] -- exited code 0

[2023-12-05 00:39:27.917] [DEBUG] -- 127.0.0.1:/home/yyq2021211097/obagent cleaned

[2023-12-05 00:39:28.034] [DEBUG] - sub destroy ref count to 0

[2023-12-05 00:39:28.034] [DEBUG] - export destroy

[2023-12-05 00:39:28.034] [DEBUG] - Searching delete\_standby\_info plugin for components ...

[2023-12-05 00:39:28.034] [DEBUG] - Searching delete\_standby\_info plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:28.035] [DEBUG] - No such delete\_standby\_info plugin for obproxy-ce-4.2.1.0

[2023-12-05 00:39:28.035] [DEBUG] - Searching delete\_standby\_info plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:28.035] [DEBUG] - No such delete\_standby\_info plugin for grafana-7.5.17

[2023-12-05 00:39:28.035] [DEBUG] - Searching delete\_standby\_info plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:28.035] [DEBUG] - Found for oceanbase-ce-py\_script\_delete\_standby\_info-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:28.035] [DEBUG] - Searching delete\_standby\_info plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:28.035] [DEBUG] - No such delete\_standby\_info plugin for prometheus-2.37.1

[2023-12-05 00:39:28.035] [DEBUG] - Searching delete\_standby\_info plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:28.036] [DEBUG] - No such delete\_standby\_info plugin for obagent-4.2.1

[2023-12-05 00:39:28.036] [DEBUG] - Call oceanbase-ce-py\_script\_delete\_standby\_info-4.2.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:28.036] [DEBUG] - import delete\_standby\_info

[2023-12-05 00:39:28.038] [DEBUG] - add delete\_standby\_info ref count to 1

[2023-12-05 00:39:28.039] [DEBUG] - open /home/yyq2021211097/.obd/cluster/demo/inner\_config.yaml for w

[2023-12-05 00:39:28.045] [DEBUG] - open /home/yyq2021211097/.obd/cluster/demo/inner\_config.yaml for w

[2023-12-05 00:39:28.051] [DEBUG] - sub delete\_standby\_info ref count to 0

[2023-12-05 00:39:28.051] [DEBUG] - export delete\_standby\_info

[2023-12-05 00:39:28.051] [DEBUG] - Set demo deploy status to destroyed

[2023-12-05 00:39:28.051] [DEBUG] - dump deploy info to /home/yyq2021211097/.obd/cluster/demo/.data

[2023-12-05 00:39:28.053] [DEBUG] - dump deploy info to /home/yyq2021211097/.obd/cluster/demo/.data

[2023-12-05 00:39:28.054] [INFO] demo destroyed

[2023-12-05 00:39:28.057] [DEBUG] - Get Deploy by name

[2023-12-05 00:39:28.057] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/deploy\_demo`, count 4

[2023-12-05 00:39:28.058] [DEBUG] - Create deploy by configuration path

[2023-12-05 00:39:28.058] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/deploy\_demo`, count 5

[2023-12-05 00:39:28.058] [DEBUG] - mkdir /home/yyq2021211097/.obd/cluster/demo

[2023-12-05 00:39:28.058] [DEBUG] - copy /tmp/tmp857\_nb13.yaml /home/yyq2021211097/.obd/cluster/demo/config.yaml

[2023-12-05 00:39:28.059] [DEBUG] - Get deploy configuration

[2023-12-05 00:39:28.069] [DEBUG] - Search best suitable repository

[2023-12-05 00:39:28.069] [DEBUG] - Search package for components...

[2023-12-05 00:39:28.069] [DEBUG] - Get grafana repository

[2023-12-05 00:39:28.069] [DEBUG] - Search repository grafana version: None, tag: None, release: None, package\_hash: None

[2023-12-05 00:39:28.069] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 6

[2023-12-05 00:39:28.069] [DEBUG] - mkdir /home/yyq2021211097/.obd/repository/grafana

[2023-12-05 00:39:28.074] [DEBUG] - Found repository grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:28.074] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 7

[2023-12-05 00:39:28.074] [DEBUG] - Search grafana package from mirror

[2023-12-05 00:39:28.074] [DEBUG] - mkdir /home/yyq2021211097/.obd/mirror

[2023-12-05 00:39:28.074] [DEBUG] - mkdir /home/yyq2021211097/.obd/mirror/remote

[2023-12-05 00:39:28.075] [DEBUG] - mkdir /home/yyq2021211097/.obd/mirror/local

[2023-12-05 00:39:28.076] [DEBUG] - try to get exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo

[2023-12-05 00:39:28.076] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 1

[2023-12-05 00:39:28.076] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 2

[2023-12-05 00:39:28.076] [WARNING] Use centos 7 remote mirror repository for ubuntu 20.04

[2023-12-05 00:39:28.077] [DEBUG] - load repo config: /home/yyq2021211097/.obd/mirror/remote/OceanBase.repo

[2023-12-05 00:39:28.077] [DEBUG] - open /home/yyq2021211097/.obd/mirror/remote/OceanBase.repo for r

[2023-12-05 00:39:28.079] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 3

[2023-12-05 00:39:28.081] [DEBUG] - md5 is None

[2023-12-05 00:39:28.082] [DEBUG] - name is grafana

[2023-12-05 00:39:28.082] [DEBUG] - arch is ['ia32e', 'x86\_64', 'athlon', 'i686', 'i586', 'i486', 'i386', 'noarch']

[2023-12-05 00:39:28.082] [DEBUG] - release is None

[2023-12-05 00:39:28.082] [DEBUG] - version is None

[2023-12-05 00:39:28.082] [DEBUG] - MirrorRepositoryType.LOCAL mirror local found pkg: name: grafana

[2023-12-05 00:39:28.082] [DEBUG] version: 7.5.17

[2023-12-05 00:39:28.082] [DEBUG] release:1

[2023-12-05 00:39:28.082] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.082] [DEBUG] md5: 1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:28.082] [DEBUG] - get RPM package by name: grafana

[2023-12-05 00:39:28.082] [DEBUG] version: 7.5.17

[2023-12-05 00:39:28.082] [DEBUG] release:1

[2023-12-05 00:39:28.082] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.082] [DEBUG] md5: 1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:28.087] [DEBUG] - Found Package grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:28.087] [DEBUG] - name: grafana

[2023-12-05 00:39:28.087] [DEBUG] version: 7.5.17

[2023-12-05 00:39:28.087] [DEBUG] release:1

[2023-12-05 00:39:28.087] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.087] [DEBUG] md5: 1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6 as same as grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6, Use package name: grafana

[2023-12-05 00:39:28.087] [DEBUG] version: 7.5.17

[2023-12-05 00:39:28.087] [DEBUG] release:1

[2023-12-05 00:39:28.087] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.087] [DEBUG] md5: 1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:28.087] [DEBUG] - Get obagent repository

[2023-12-05 00:39:28.087] [DEBUG] - Search repository obagent version: None, tag: None, release: None, package\_hash: None

[2023-12-05 00:39:28.087] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 8

[2023-12-05 00:39:28.087] [DEBUG] - mkdir /home/yyq2021211097/.obd/repository/obagent

[2023-12-05 00:39:28.090] [DEBUG] - Found repository obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:28.090] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 9

[2023-12-05 00:39:28.090] [DEBUG] - Search obagent package from mirror

[2023-12-05 00:39:28.090] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 4

[2023-12-05 00:39:28.090] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 5

[2023-12-05 00:39:28.090] [WARNING] Use centos 7 remote mirror repository for ubuntu 20.04

[2023-12-05 00:39:28.093] [DEBUG] - load repo config: /home/yyq2021211097/.obd/mirror/remote/OceanBase.repo

[2023-12-05 00:39:28.094] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 6

[2023-12-05 00:39:28.094] [DEBUG] - md5 is None

[2023-12-05 00:39:28.094] [DEBUG] - name is obagent

[2023-12-05 00:39:28.094] [DEBUG] - arch is ['ia32e', 'x86\_64', 'athlon', 'i686', 'i586', 'i486', 'i386', 'noarch']

[2023-12-05 00:39:28.094] [DEBUG] - release is None

[2023-12-05 00:39:28.094] [DEBUG] - version is None

[2023-12-05 00:39:28.094] [DEBUG] - MirrorRepositoryType.LOCAL mirror local found pkg: name: obagent

[2023-12-05 00:39:28.094] [DEBUG] version: 4.2.1

[2023-12-05 00:39:28.094] [DEBUG] release:100000122023103020.el7

[2023-12-05 00:39:28.094] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.094] [DEBUG] md5: c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:28.094] [DEBUG] - get RPM package by name: obagent

[2023-12-05 00:39:28.094] [DEBUG] version: 4.2.1

[2023-12-05 00:39:28.094] [DEBUG] release:100000122023103020.el7

[2023-12-05 00:39:28.094] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.094] [DEBUG] md5: c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:28.095] [DEBUG] - Found Package obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:28.095] [DEBUG] - name: obagent

[2023-12-05 00:39:28.095] [DEBUG] version: 4.2.1

[2023-12-05 00:39:28.095] [DEBUG] release:100000122023103020.el7

[2023-12-05 00:39:28.095] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.095] [DEBUG] md5: c08058fef64b2dc6b5e2f99748fbd76fe872e356 as same as obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356, Use package name: obagent

[2023-12-05 00:39:28.095] [DEBUG] version: 4.2.1

[2023-12-05 00:39:28.095] [DEBUG] release:100000122023103020.el7

[2023-12-05 00:39:28.095] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.095] [DEBUG] md5: c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:28.095] [DEBUG] - Get prometheus repository

[2023-12-05 00:39:28.095] [DEBUG] - Search repository prometheus version: None, tag: None, release: None, package\_hash: None

[2023-12-05 00:39:28.095] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 10

[2023-12-05 00:39:28.095] [DEBUG] - mkdir /home/yyq2021211097/.obd/repository/prometheus

[2023-12-05 00:39:28.098] [DEBUG] - Found repository prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:28.098] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 11

[2023-12-05 00:39:28.098] [DEBUG] - Search prometheus package from mirror

[2023-12-05 00:39:28.098] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 7

[2023-12-05 00:39:28.098] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 8

[2023-12-05 00:39:28.098] [WARNING] Use centos 7 remote mirror repository for ubuntu 20.04

[2023-12-05 00:39:28.098] [DEBUG] - load repo config: /home/yyq2021211097/.obd/mirror/remote/OceanBase.repo

[2023-12-05 00:39:28.098] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 9

[2023-12-05 00:39:28.098] [DEBUG] - md5 is None

[2023-12-05 00:39:28.098] [DEBUG] - name is prometheus

[2023-12-05 00:39:28.098] [DEBUG] - arch is ['ia32e', 'x86\_64', 'athlon', 'i686', 'i586', 'i486', 'i386', 'noarch']

[2023-12-05 00:39:28.098] [DEBUG] - release is None

[2023-12-05 00:39:28.099] [DEBUG] - version is None

[2023-12-05 00:39:28.099] [DEBUG] - MirrorRepositoryType.LOCAL mirror local found pkg: name: prometheus

[2023-12-05 00:39:28.099] [DEBUG] version: 2.37.1

[2023-12-05 00:39:28.099] [DEBUG] release:10000102022110211.el7

[2023-12-05 00:39:28.099] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.099] [DEBUG] md5: 58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:28.099] [DEBUG] - get RPM package by name: prometheus

[2023-12-05 00:39:28.099] [DEBUG] version: 2.37.1

[2023-12-05 00:39:28.099] [DEBUG] release:10000102022110211.el7

[2023-12-05 00:39:28.099] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.099] [DEBUG] md5: 58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:28.100] [DEBUG] - Found Package prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:28.100] [DEBUG] - name: prometheus

[2023-12-05 00:39:28.100] [DEBUG] version: 2.37.1

[2023-12-05 00:39:28.100] [DEBUG] release:10000102022110211.el7

[2023-12-05 00:39:28.100] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.100] [DEBUG] md5: 58913c7606f05feb01bc1c6410346e5fc31cf263 as same as prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263, Use package name: prometheus

[2023-12-05 00:39:28.100] [DEBUG] version: 2.37.1

[2023-12-05 00:39:28.100] [DEBUG] release:10000102022110211.el7

[2023-12-05 00:39:28.100] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.100] [DEBUG] md5: 58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:28.100] [DEBUG] - Get oceanbase-ce repository

[2023-12-05 00:39:28.100] [DEBUG] - Search repository oceanbase-ce version: None, tag: None, release: None, package\_hash: None

[2023-12-05 00:39:28.100] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 12

[2023-12-05 00:39:28.101] [DEBUG] - mkdir /home/yyq2021211097/.obd/repository/oceanbase-ce

[2023-12-05 00:39:28.103] [DEBUG] - Found repository oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:28.103] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 13

[2023-12-05 00:39:28.103] [DEBUG] - Search oceanbase-ce package from mirror

[2023-12-05 00:39:28.104] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 10

[2023-12-05 00:39:28.104] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 11

[2023-12-05 00:39:28.104] [WARNING] Use centos 7 remote mirror repository for ubuntu 20.04

[2023-12-05 00:39:28.104] [DEBUG] - load repo config: /home/yyq2021211097/.obd/mirror/remote/OceanBase.repo

[2023-12-05 00:39:28.104] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 12

[2023-12-05 00:39:28.104] [DEBUG] - md5 is None

[2023-12-05 00:39:28.104] [DEBUG] - name is oceanbase-ce

[2023-12-05 00:39:28.104] [DEBUG] - arch is ['ia32e', 'x86\_64', 'athlon', 'i686', 'i586', 'i486', 'i386', 'noarch']

[2023-12-05 00:39:28.104] [DEBUG] - release is None

[2023-12-05 00:39:28.104] [DEBUG] - version is None

[2023-12-05 00:39:28.104] [DEBUG] - MirrorRepositoryType.LOCAL mirror local found pkg: name: oceanbase-ce

[2023-12-05 00:39:28.104] [DEBUG] version: 4.2.1.1

[2023-12-05 00:39:28.104] [DEBUG] release:101010012023111012.el7

[2023-12-05 00:39:28.104] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.104] [DEBUG] md5: e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:28.104] [DEBUG] - get RPM package by name: oceanbase-ce

[2023-12-05 00:39:28.104] [DEBUG] version: 4.2.1.1

[2023-12-05 00:39:28.105] [DEBUG] release:101010012023111012.el7

[2023-12-05 00:39:28.105] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.105] [DEBUG] md5: e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:28.107] [DEBUG] - Found Package oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:28.107] [DEBUG] - name: oceanbase-ce

[2023-12-05 00:39:28.107] [DEBUG] version: 4.2.1.1

[2023-12-05 00:39:28.107] [DEBUG] release:101010012023111012.el7

[2023-12-05 00:39:28.107] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.107] [DEBUG] md5: e98c6ef860b5644c36f806e6fa2265255572b40a as same as oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a, Use package name: oceanbase-ce

[2023-12-05 00:39:28.107] [DEBUG] version: 4.2.1.1

[2023-12-05 00:39:28.107] [DEBUG] release:101010012023111012.el7

[2023-12-05 00:39:28.107] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.107] [DEBUG] md5: e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:28.107] [DEBUG] - Get obproxy-ce repository

[2023-12-05 00:39:28.107] [DEBUG] - Search repository obproxy-ce version: None, tag: None, release: None, package\_hash: None

[2023-12-05 00:39:28.107] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 14

[2023-12-05 00:39:28.107] [DEBUG] - mkdir /home/yyq2021211097/.obd/repository/obproxy-ce

[2023-12-05 00:39:28.110] [DEBUG] - Found repository obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:28.110] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 15

[2023-12-05 00:39:28.110] [DEBUG] - Search obproxy-ce package from mirror

[2023-12-05 00:39:28.110] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 13

[2023-12-05 00:39:28.110] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 14

[2023-12-05 00:39:28.111] [WARNING] Use centos 7 remote mirror repository for ubuntu 20.04

[2023-12-05 00:39:28.111] [DEBUG] - load repo config: /home/yyq2021211097/.obd/mirror/remote/OceanBase.repo

[2023-12-05 00:39:28.111] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 15

[2023-12-05 00:39:28.112] [DEBUG] - md5 is None

[2023-12-05 00:39:28.112] [DEBUG] - name is obproxy-ce

[2023-12-05 00:39:28.112] [DEBUG] - arch is ['ia32e', 'x86\_64', 'athlon', 'i686', 'i586', 'i486', 'i386', 'noarch']

[2023-12-05 00:39:28.112] [DEBUG] - release is None

[2023-12-05 00:39:28.112] [DEBUG] - version is None

[2023-12-05 00:39:28.112] [DEBUG] - MirrorRepositoryType.LOCAL mirror local found pkg: name: obproxy-ce

[2023-12-05 00:39:28.112] [DEBUG] version: 4.2.1.0

[2023-12-05 00:39:28.112] [DEBUG] release:11.el7

[2023-12-05 00:39:28.112] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.112] [DEBUG] md5: 0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:28.112] [DEBUG] - get RPM package by name: obproxy-ce

[2023-12-05 00:39:28.112] [DEBUG] version: 4.2.1.0

[2023-12-05 00:39:28.112] [DEBUG] release:11.el7

[2023-12-05 00:39:28.112] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.112] [DEBUG] md5: 0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:28.114] [DEBUG] - Found Package obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:28.114] [DEBUG] - name: obproxy-ce

[2023-12-05 00:39:28.114] [DEBUG] version: 4.2.1.0

[2023-12-05 00:39:28.114] [DEBUG] release:11.el7

[2023-12-05 00:39:28.114] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.114] [DEBUG] md5: 0aed4b782120e4248b749f67be3d2cc82cdcb70d as same as obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d, Use package name: obproxy-ce

[2023-12-05 00:39:28.114] [DEBUG] version: 4.2.1.0

[2023-12-05 00:39:28.114] [DEBUG] release:11.el7

[2023-12-05 00:39:28.114] [DEBUG] arch: x86\_64

[2023-12-05 00:39:28.114] [DEBUG] md5: 0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:28.114] [DEBUG] - Searching install plugin for components ...

[2023-12-05 00:39:28.114] [DEBUG] - Searching install plugin for components ...

[2023-12-05 00:39:28.114] [DEBUG] - Search install plugin for grafana

[2023-12-05 00:39:28.114] [DEBUG] - Found for grafana-install-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:28.114] [DEBUG] - Search install plugin for obagent

[2023-12-05 00:39:28.115] [DEBUG] - Found for obagent-install-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:28.115] [DEBUG] - Search install plugin for prometheus

[2023-12-05 00:39:28.115] [DEBUG] - Found for prometheus-install-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:28.115] [DEBUG] - Search install plugin for oceanbase-ce

[2023-12-05 00:39:28.115] [DEBUG] - Found for oceanbase-ce-install-4.0.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:28.115] [DEBUG] - Search install plugin for obproxy-ce

[2023-12-05 00:39:28.115] [DEBUG] - Found for obproxy-ce-install-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:28.115] [DEBUG] - create instance repository for grafana-7.5.17

[2023-12-05 00:39:28.444] [DEBUG] - grafana-7.5.17 is already install

[2023-12-05 00:39:28.444] [DEBUG] - create instance repository for obagent-4.2.1

[2023-12-05 00:39:28.458] [DEBUG] - obagent-4.2.1 is already install

[2023-12-05 00:39:28.458] [DEBUG] - create instance repository for prometheus-2.37.1

[2023-12-05 00:39:28.464] [DEBUG] - prometheus-2.37.1 is already install

[2023-12-05 00:39:28.464] [DEBUG] - create instance repository for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:28.472] [DEBUG] - oceanbase-ce-4.2.1.1 is already install

[2023-12-05 00:39:28.472] [DEBUG] - create instance repository for obproxy-ce-4.2.1.0

[2023-12-05 00:39:28.476] [DEBUG] - obproxy-ce-4.2.1.0 is already install

[2023-12-05 00:39:28.476] [INFO] Cluster param config check

[2023-12-05 00:39:28.477] [DEBUG] - Searching param plugin for components ...

[2023-12-05 00:39:28.477] [DEBUG] - Search param plugin for grafana

[2023-12-05 00:39:28.477] [DEBUG] - Found for grafana-param-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:28.477] [DEBUG] - Applying grafana-param-7.5.17 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:28.477] [DEBUG] - Search param plugin for obagent

[2023-12-05 00:39:28.477] [DEBUG] - Found for obagent-param-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:28.477] [DEBUG] - Applying obagent-param-1.3.0 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:28.477] [DEBUG] - Search param plugin for prometheus

[2023-12-05 00:39:28.477] [DEBUG] - Found for prometheus-param-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:28.477] [DEBUG] - Applying prometheus-param-2.37.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:28.477] [DEBUG] - Search param plugin for oceanbase-ce

[2023-12-05 00:39:28.478] [DEBUG] - Found for oceanbase-ce-param-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:28.478] [DEBUG] - Applying oceanbase-ce-param-4.2.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:28.478] [DEBUG] - Search param plugin for obproxy-ce

[2023-12-05 00:39:28.478] [DEBUG] - Found for obproxy-ce-param-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:28.478] [DEBUG] - Applying obproxy-ce-param-3.1.0 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:28.478] [DEBUG] - Searching generate\_config plugin for components ...

[2023-12-05 00:39:28.478] [DEBUG] - Searching generate\_config plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:28.479] [DEBUG] - Found for grafana-py\_script\_generate\_config-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:28.479] [DEBUG] - Searching generate\_config plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:28.479] [DEBUG] - Found for obagent-py\_script\_generate\_config-0.1 for obagent-4.2.1

[2023-12-05 00:39:28.479] [DEBUG] - Searching generate\_config plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:28.479] [DEBUG] - Found for prometheus-py\_script\_generate\_config-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:28.479] [DEBUG] - Searching generate\_config plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:28.480] [DEBUG] - Found for oceanbase-ce-py\_script\_generate\_config-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:28.480] [DEBUG] - Searching generate\_config plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:28.480] [DEBUG] - Found for obproxy-ce-py\_script\_generate\_config-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:28.610] [INFO] Open ssh connection

[2023-12-05 00:39:28.742] [DEBUG] - Call grafana-py\_script\_generate\_config-7.5.17 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:28.742] [DEBUG] - import generate\_config

[2023-12-05 00:39:28.744] [DEBUG] - add generate\_config ref count to 1

[2023-12-05 00:39:28.744] [DEBUG] - open /home/yyq2021211097/.obd/cluster/demo/inner\_config.yaml for w

[2023-12-05 00:39:28.748] [INFO] Generate grafana configuration

[2023-12-05 00:39:28.880] [DEBUG] - sub generate\_config ref count to 0

[2023-12-05 00:39:28.880] [DEBUG] - export generate\_config

[2023-12-05 00:39:28.880] [DEBUG] - Call obagent-py\_script\_generate\_config-0.1 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:28.880] [DEBUG] - import generate\_config

[2023-12-05 00:39:28.882] [DEBUG] - add generate\_config ref count to 1

[2023-12-05 00:39:28.882] [INFO] Generate obagent configuration

[2023-12-05 00:39:29.013] [DEBUG] - sub generate\_config ref count to 0

[2023-12-05 00:39:29.013] [DEBUG] - export generate\_config

[2023-12-05 00:39:29.013] [DEBUG] - Call prometheus-py\_script\_generate\_config-2.37.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:29.013] [DEBUG] - import generate\_config

[2023-12-05 00:39:29.015] [DEBUG] - add generate\_config ref count to 1

[2023-12-05 00:39:29.015] [INFO] Generate prometheus configuration

[2023-12-05 00:39:29.146] [DEBUG] - sub generate\_config ref count to 0

[2023-12-05 00:39:29.147] [DEBUG] - export generate\_config

[2023-12-05 00:39:29.147] [DEBUG] - Call oceanbase-ce-py\_script\_generate\_config-4.2.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:29.147] [DEBUG] - import generate\_config

[2023-12-05 00:39:29.152] [DEBUG] - add generate\_config ref count to 1

[2023-12-05 00:39:29.152] [DEBUG] - open /home/yyq2021211097/.obd/cluster/demo/inner\_config.yaml for w

[2023-12-05 00:39:29.158] [INFO] Generate observer configuration

[2023-12-05 00:39:29.160] [DEBUG] -- local execute: cat /proc/meminfo

[2023-12-05 00:39:29.163] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.164] [DEBUG] -- local execute: grep -e 'processor\s\*:' /proc/cpuinfo | wc -l

[2023-12-05 00:39:29.168] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.168] [DEBUG] -- local execute: df --block-size=1024

[2023-12-05 00:39:29.174] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.177] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097/oceanbase-ce

[2023-12-05 00:39:29.181] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.181] [DEBUG] df: /home/yyq2021211097/oceanbase-ce: No such file or directory

[2023-12-05 00:39:29.181] [DEBUG]

[2023-12-05 00:39:29.182] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097

[2023-12-05 00:39:29.186] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.187] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097/oceanbase-ce/store

[2023-12-05 00:39:29.191] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.191] [DEBUG] df: /home/yyq2021211097/oceanbase-ce/store: No such file or directory

[2023-12-05 00:39:29.191] [DEBUG]

[2023-12-05 00:39:29.191] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097/oceanbase-ce

[2023-12-05 00:39:29.195] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.195] [DEBUG] df: /home/yyq2021211097/oceanbase-ce: No such file or directory

[2023-12-05 00:39:29.195] [DEBUG]

[2023-12-05 00:39:29.195] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097

[2023-12-05 00:39:29.200] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.201] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097/oceanbase-ce/store

[2023-12-05 00:39:29.205] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.205] [DEBUG] df: /home/yyq2021211097/oceanbase-ce/store: No such file or directory

[2023-12-05 00:39:29.205] [DEBUG]

[2023-12-05 00:39:29.205] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097/oceanbase-ce

[2023-12-05 00:39:29.209] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.209] [DEBUG] df: /home/yyq2021211097/oceanbase-ce: No such file or directory

[2023-12-05 00:39:29.209] [DEBUG]

[2023-12-05 00:39:29.209] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097

[2023-12-05 00:39:29.213] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.213] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097/oceanbase-ce/store/clog

[2023-12-05 00:39:29.217] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.217] [DEBUG] df: /home/yyq2021211097/oceanbase-ce/store/clog: No such file or directory

[2023-12-05 00:39:29.217] [DEBUG]

[2023-12-05 00:39:29.217] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097/oceanbase-ce/store

[2023-12-05 00:39:29.221] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.221] [DEBUG] df: /home/yyq2021211097/oceanbase-ce/store: No such file or directory

[2023-12-05 00:39:29.221] [DEBUG]

[2023-12-05 00:39:29.222] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097/oceanbase-ce

[2023-12-05 00:39:29.225] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.225] [DEBUG] df: /home/yyq2021211097/oceanbase-ce: No such file or directory

[2023-12-05 00:39:29.225] [DEBUG]

[2023-12-05 00:39:29.226] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097

[2023-12-05 00:39:29.229] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.229] [DEBUG] -- Update global config enable\_syslog\_recycle to True

[2023-12-05 00:39:29.230] [DEBUG] -- Update global config enable\_syslog\_wf to False

[2023-12-05 00:39:29.230] [DEBUG] -- Update global config max\_syslog\_file\_count to 4

[2023-12-05 00:39:29.230] [DEBUG] -- Update global config devname to lo

[2023-12-05 00:39:29.230] [DEBUG] -- Update global config memory\_limit to 6G

[2023-12-05 00:39:29.230] [DEBUG] -- Update global config production\_mode to False

[2023-12-05 00:39:29.230] [DEBUG] -- Update global config \_\_min\_full\_resource\_pool\_memory to 1073741824

[2023-12-05 00:39:29.230] [DEBUG] -- Update global config system\_memory to 1G

[2023-12-05 00:39:29.230] [DEBUG] -- Update global config cpu\_count to 16

[2023-12-05 00:39:29.230] [DEBUG] -- Update global config datafile\_size to 2G

[2023-12-05 00:39:29.230] [DEBUG] -- Update global config datafile\_maxsize to 8G

[2023-12-05 00:39:29.230] [DEBUG] -- Update global config datafile\_next to 2G

[2023-12-05 00:39:29.230] [DEBUG] -- Update global config log\_disk\_size to 13G

[2023-12-05 00:39:29.291] [DEBUG] - sub generate\_config ref count to 0

[2023-12-05 00:39:29.291] [DEBUG] - export generate\_config

[2023-12-05 00:39:29.291] [DEBUG] - Call obproxy-ce-py\_script\_generate\_config-3.1.0 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:29.291] [DEBUG] - import generate\_config

[2023-12-05 00:39:29.293] [DEBUG] - add generate\_config ref count to 1

[2023-12-05 00:39:29.294] [INFO] Generate obproxy configuration

[2023-12-05 00:39:29.425] [DEBUG] - sub generate\_config ref count to 0

[2023-12-05 00:39:29.425] [DEBUG] - export generate\_config

[2023-12-05 00:39:29.426] [DEBUG] - open /home/yyq2021211097/.obd/cluster/demo/inner\_config.yaml for w

[2023-12-05 00:39:29.432] [DEBUG] - Get Deploy by name

[2023-12-05 00:39:29.432] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/deploy\_demo`, count 6

[2023-12-05 00:39:29.432] [DEBUG] - Get deploy info

[2023-12-05 00:39:29.433] [DEBUG] - judge deploy status

[2023-12-05 00:39:29.433] [DEBUG] - config path is None or not

[2023-12-05 00:39:29.433] [DEBUG] - Get deploy configuration

[2023-12-05 00:39:29.449] [DEBUG] - Search best suitable repository

[2023-12-05 00:39:29.449] [DEBUG] - Search package for components...

[2023-12-05 00:39:29.449] [DEBUG] - Get grafana repository

[2023-12-05 00:39:29.449] [DEBUG] - Search repository grafana version: None, tag: None, release: None, package\_hash: None

[2023-12-05 00:39:29.450] [DEBUG] - Found repository grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:29.450] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 16

[2023-12-05 00:39:29.450] [DEBUG] - Search grafana package from mirror

[2023-12-05 00:39:29.451] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 16

[2023-12-05 00:39:29.451] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 17

[2023-12-05 00:39:29.451] [WARNING] Use centos 7 remote mirror repository for ubuntu 20.04

[2023-12-05 00:39:29.451] [DEBUG] - load repo config: /home/yyq2021211097/.obd/mirror/remote/OceanBase.repo

[2023-12-05 00:39:29.451] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 18

[2023-12-05 00:39:29.451] [DEBUG] - md5 is None

[2023-12-05 00:39:29.451] [DEBUG] - name is grafana

[2023-12-05 00:39:29.451] [DEBUG] - arch is ['ia32e', 'x86\_64', 'athlon', 'i686', 'i586', 'i486', 'i386', 'noarch']

[2023-12-05 00:39:29.451] [DEBUG] - release is None

[2023-12-05 00:39:29.451] [DEBUG] - version is None

[2023-12-05 00:39:29.451] [DEBUG] - MirrorRepositoryType.LOCAL mirror local found pkg: name: grafana

[2023-12-05 00:39:29.451] [DEBUG] version: 7.5.17

[2023-12-05 00:39:29.451] [DEBUG] release:1

[2023-12-05 00:39:29.451] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.451] [DEBUG] md5: 1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:29.451] [DEBUG] - get RPM package by name: grafana

[2023-12-05 00:39:29.452] [DEBUG] version: 7.5.17

[2023-12-05 00:39:29.452] [DEBUG] release:1

[2023-12-05 00:39:29.452] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.452] [DEBUG] md5: 1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:29.455] [DEBUG] - Found Package grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:29.455] [DEBUG] - name: grafana

[2023-12-05 00:39:29.455] [DEBUG] version: 7.5.17

[2023-12-05 00:39:29.455] [DEBUG] release:1

[2023-12-05 00:39:29.455] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.455] [DEBUG] md5: 1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6 as same as grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6, Use package name: grafana

[2023-12-05 00:39:29.455] [DEBUG] version: 7.5.17

[2023-12-05 00:39:29.455] [DEBUG] release:1

[2023-12-05 00:39:29.455] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.456] [DEBUG] md5: 1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:29.457] [DEBUG] - Get obagent repository

[2023-12-05 00:39:29.457] [DEBUG] - Search repository obagent version: None, tag: None, release: None, package\_hash: None

[2023-12-05 00:39:29.459] [DEBUG] - Found repository obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:29.459] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 17

[2023-12-05 00:39:29.459] [DEBUG] - Search obagent package from mirror

[2023-12-05 00:39:29.459] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 19

[2023-12-05 00:39:29.460] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 20

[2023-12-05 00:39:29.460] [WARNING] Use centos 7 remote mirror repository for ubuntu 20.04

[2023-12-05 00:39:29.460] [DEBUG] - load repo config: /home/yyq2021211097/.obd/mirror/remote/OceanBase.repo

[2023-12-05 00:39:29.460] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 21

[2023-12-05 00:39:29.460] [DEBUG] - md5 is None

[2023-12-05 00:39:29.460] [DEBUG] - name is obagent

[2023-12-05 00:39:29.460] [DEBUG] - arch is ['ia32e', 'x86\_64', 'athlon', 'i686', 'i586', 'i486', 'i386', 'noarch']

[2023-12-05 00:39:29.460] [DEBUG] - release is None

[2023-12-05 00:39:29.460] [DEBUG] - version is None

[2023-12-05 00:39:29.460] [DEBUG] - MirrorRepositoryType.LOCAL mirror local found pkg: name: obagent

[2023-12-05 00:39:29.460] [DEBUG] version: 4.2.1

[2023-12-05 00:39:29.460] [DEBUG] release:100000122023103020.el7

[2023-12-05 00:39:29.460] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.460] [DEBUG] md5: c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:29.460] [DEBUG] - get RPM package by name: obagent

[2023-12-05 00:39:29.460] [DEBUG] version: 4.2.1

[2023-12-05 00:39:29.460] [DEBUG] release:100000122023103020.el7

[2023-12-05 00:39:29.460] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.460] [DEBUG] md5: c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:29.461] [DEBUG] - Found Package obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:29.461] [DEBUG] - name: obagent

[2023-12-05 00:39:29.461] [DEBUG] version: 4.2.1

[2023-12-05 00:39:29.461] [DEBUG] release:100000122023103020.el7

[2023-12-05 00:39:29.461] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.461] [DEBUG] md5: c08058fef64b2dc6b5e2f99748fbd76fe872e356 as same as obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356, Use package name: obagent

[2023-12-05 00:39:29.461] [DEBUG] version: 4.2.1

[2023-12-05 00:39:29.461] [DEBUG] release:100000122023103020.el7

[2023-12-05 00:39:29.461] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.461] [DEBUG] md5: c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:29.461] [DEBUG] - Get prometheus repository

[2023-12-05 00:39:29.461] [DEBUG] - Search repository prometheus version: None, tag: None, release: None, package\_hash: None

[2023-12-05 00:39:29.463] [DEBUG] - Found repository prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:29.463] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 18

[2023-12-05 00:39:29.463] [DEBUG] - Search prometheus package from mirror

[2023-12-05 00:39:29.463] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 22

[2023-12-05 00:39:29.463] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 23

[2023-12-05 00:39:29.463] [WARNING] Use centos 7 remote mirror repository for ubuntu 20.04

[2023-12-05 00:39:29.463] [DEBUG] - load repo config: /home/yyq2021211097/.obd/mirror/remote/OceanBase.repo

[2023-12-05 00:39:29.463] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 24

[2023-12-05 00:39:29.463] [DEBUG] - md5 is None

[2023-12-05 00:39:29.463] [DEBUG] - name is prometheus

[2023-12-05 00:39:29.463] [DEBUG] - arch is ['ia32e', 'x86\_64', 'athlon', 'i686', 'i586', 'i486', 'i386', 'noarch']

[2023-12-05 00:39:29.463] [DEBUG] - release is None

[2023-12-05 00:39:29.463] [DEBUG] - version is None

[2023-12-05 00:39:29.464] [DEBUG] - MirrorRepositoryType.LOCAL mirror local found pkg: name: prometheus

[2023-12-05 00:39:29.464] [DEBUG] version: 2.37.1

[2023-12-05 00:39:29.464] [DEBUG] release:10000102022110211.el7

[2023-12-05 00:39:29.464] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.464] [DEBUG] md5: 58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:29.464] [DEBUG] - get RPM package by name: prometheus

[2023-12-05 00:39:29.464] [DEBUG] version: 2.37.1

[2023-12-05 00:39:29.464] [DEBUG] release:10000102022110211.el7

[2023-12-05 00:39:29.464] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.464] [DEBUG] md5: 58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:29.464] [DEBUG] - Found Package prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:29.464] [DEBUG] - name: prometheus

[2023-12-05 00:39:29.464] [DEBUG] version: 2.37.1

[2023-12-05 00:39:29.464] [DEBUG] release:10000102022110211.el7

[2023-12-05 00:39:29.464] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.464] [DEBUG] md5: 58913c7606f05feb01bc1c6410346e5fc31cf263 as same as prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263, Use package name: prometheus

[2023-12-05 00:39:29.464] [DEBUG] version: 2.37.1

[2023-12-05 00:39:29.464] [DEBUG] release:10000102022110211.el7

[2023-12-05 00:39:29.464] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.464] [DEBUG] md5: 58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:29.464] [DEBUG] - Get oceanbase-ce repository

[2023-12-05 00:39:29.465] [DEBUG] - Search repository oceanbase-ce version: None, tag: None, release: None, package\_hash: None

[2023-12-05 00:39:29.466] [DEBUG] - Found repository oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:29.467] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 19

[2023-12-05 00:39:29.467] [DEBUG] - Search oceanbase-ce package from mirror

[2023-12-05 00:39:29.467] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 25

[2023-12-05 00:39:29.467] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 26

[2023-12-05 00:39:29.467] [WARNING] Use centos 7 remote mirror repository for ubuntu 20.04

[2023-12-05 00:39:29.467] [DEBUG] - load repo config: /home/yyq2021211097/.obd/mirror/remote/OceanBase.repo

[2023-12-05 00:39:29.468] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 27

[2023-12-05 00:39:29.468] [DEBUG] - md5 is None

[2023-12-05 00:39:29.468] [DEBUG] - name is oceanbase-ce

[2023-12-05 00:39:29.468] [DEBUG] - arch is ['ia32e', 'x86\_64', 'athlon', 'i686', 'i586', 'i486', 'i386', 'noarch']

[2023-12-05 00:39:29.468] [DEBUG] - release is None

[2023-12-05 00:39:29.468] [DEBUG] - version is None

[2023-12-05 00:39:29.468] [DEBUG] - MirrorRepositoryType.LOCAL mirror local found pkg: name: oceanbase-ce

[2023-12-05 00:39:29.468] [DEBUG] version: 4.2.1.1

[2023-12-05 00:39:29.468] [DEBUG] release:101010012023111012.el7

[2023-12-05 00:39:29.468] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.468] [DEBUG] md5: e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:29.468] [DEBUG] - get RPM package by name: oceanbase-ce

[2023-12-05 00:39:29.468] [DEBUG] version: 4.2.1.1

[2023-12-05 00:39:29.468] [DEBUG] release:101010012023111012.el7

[2023-12-05 00:39:29.468] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.468] [DEBUG] md5: e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:29.468] [DEBUG] - Found Package oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:29.468] [DEBUG] - name: oceanbase-ce

[2023-12-05 00:39:29.469] [DEBUG] version: 4.2.1.1

[2023-12-05 00:39:29.469] [DEBUG] release:101010012023111012.el7

[2023-12-05 00:39:29.469] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.469] [DEBUG] md5: e98c6ef860b5644c36f806e6fa2265255572b40a as same as oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a, Use package name: oceanbase-ce

[2023-12-05 00:39:29.469] [DEBUG] version: 4.2.1.1

[2023-12-05 00:39:29.469] [DEBUG] release:101010012023111012.el7

[2023-12-05 00:39:29.469] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.469] [DEBUG] md5: e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:29.469] [DEBUG] - Get obproxy-ce repository

[2023-12-05 00:39:29.469] [DEBUG] - Search repository obproxy-ce version: None, tag: None, release: None, package\_hash: None

[2023-12-05 00:39:29.470] [DEBUG] - Found repository obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:29.470] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 20

[2023-12-05 00:39:29.470] [DEBUG] - Search obproxy-ce package from mirror

[2023-12-05 00:39:29.471] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 28

[2023-12-05 00:39:29.471] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 29

[2023-12-05 00:39:29.471] [WARNING] Use centos 7 remote mirror repository for ubuntu 20.04

[2023-12-05 00:39:29.471] [DEBUG] - load repo config: /home/yyq2021211097/.obd/mirror/remote/OceanBase.repo

[2023-12-05 00:39:29.471] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 30

[2023-12-05 00:39:29.471] [DEBUG] - md5 is None

[2023-12-05 00:39:29.471] [DEBUG] - name is obproxy-ce

[2023-12-05 00:39:29.471] [DEBUG] - arch is ['ia32e', 'x86\_64', 'athlon', 'i686', 'i586', 'i486', 'i386', 'noarch']

[2023-12-05 00:39:29.471] [DEBUG] - release is None

[2023-12-05 00:39:29.471] [DEBUG] - version is None

[2023-12-05 00:39:29.471] [DEBUG] - MirrorRepositoryType.LOCAL mirror local found pkg: name: obproxy-ce

[2023-12-05 00:39:29.471] [DEBUG] version: 4.2.1.0

[2023-12-05 00:39:29.471] [DEBUG] release:11.el7

[2023-12-05 00:39:29.471] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.471] [DEBUG] md5: 0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:29.471] [DEBUG] - get RPM package by name: obproxy-ce

[2023-12-05 00:39:29.471] [DEBUG] version: 4.2.1.0

[2023-12-05 00:39:29.471] [DEBUG] release:11.el7

[2023-12-05 00:39:29.472] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.472] [DEBUG] md5: 0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:29.472] [DEBUG] - Found Package obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:29.472] [DEBUG] - name: obproxy-ce

[2023-12-05 00:39:29.472] [DEBUG] version: 4.2.1.0

[2023-12-05 00:39:29.472] [DEBUG] release:11.el7

[2023-12-05 00:39:29.472] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.472] [DEBUG] md5: 0aed4b782120e4248b749f67be3d2cc82cdcb70d as same as obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d, Use package name: obproxy-ce

[2023-12-05 00:39:29.472] [DEBUG] version: 4.2.1.0

[2023-12-05 00:39:29.472] [DEBUG] release:11.el7

[2023-12-05 00:39:29.472] [DEBUG] arch: x86\_64

[2023-12-05 00:39:29.472] [DEBUG] md5: 0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:29.472] [DEBUG] - Searching install plugin for components ...

[2023-12-05 00:39:29.472] [DEBUG] - Searching install plugin for components ...

[2023-12-05 00:39:29.472] [DEBUG] - Search install plugin for grafana

[2023-12-05 00:39:29.472] [DEBUG] - Found for grafana-install-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:29.472] [DEBUG] - Search install plugin for obagent

[2023-12-05 00:39:29.473] [DEBUG] - Found for obagent-install-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:29.473] [DEBUG] - Search install plugin for prometheus

[2023-12-05 00:39:29.473] [DEBUG] - Found for prometheus-install-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:29.473] [DEBUG] - Search install plugin for oceanbase-ce

[2023-12-05 00:39:29.473] [DEBUG] - Found for oceanbase-ce-install-4.0.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:29.473] [DEBUG] - Search install plugin for obproxy-ce

[2023-12-05 00:39:29.473] [DEBUG] - Found for obproxy-ce-install-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:29.473] [DEBUG] - create instance repository for grafana-7.5.17

[2023-12-05 00:39:29.504] [DEBUG] - grafana-7.5.17 is already install

[2023-12-05 00:39:29.504] [DEBUG] - create instance repository for obagent-4.2.1

[2023-12-05 00:39:29.504] [DEBUG] - obagent-4.2.1 is already install

[2023-12-05 00:39:29.504] [DEBUG] - create instance repository for prometheus-2.37.1

[2023-12-05 00:39:29.505] [DEBUG] - prometheus-2.37.1 is already install

[2023-12-05 00:39:29.505] [DEBUG] - create instance repository for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:29.505] [DEBUG] - oceanbase-ce-4.2.1.1 is already install

[2023-12-05 00:39:29.505] [DEBUG] - create instance repository for obproxy-ce-4.2.1.0

[2023-12-05 00:39:29.505] [DEBUG] - obproxy-ce-4.2.1.0 is already install

[2023-12-05 00:39:29.505] [DEBUG] - Searching install plugin for components ...

[2023-12-05 00:39:29.505] [DEBUG] - Search install plugin for grafana

[2023-12-05 00:39:29.505] [DEBUG] - Found for grafana-install-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:29.505] [DEBUG] - Search install plugin for obagent

[2023-12-05 00:39:29.506] [DEBUG] - Found for obagent-install-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:29.506] [DEBUG] - Search install plugin for prometheus

[2023-12-05 00:39:29.506] [DEBUG] - Found for prometheus-install-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:29.506] [DEBUG] - Search install plugin for oceanbase-ce

[2023-12-05 00:39:29.506] [DEBUG] - Found for oceanbase-ce-install-4.0.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:29.506] [DEBUG] - Search install plugin for obproxy-ce

[2023-12-05 00:39:29.506] [DEBUG] - Found for obproxy-ce-install-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:29.508] [INFO] +--------------------------------------------------------------------------------------------+

[2023-12-05 00:39:29.508] [INFO] | Packages |

[2023-12-05 00:39:29.508] [INFO] +--------------+---------+------------------------+------------------------------------------+

[2023-12-05 00:39:29.508] [INFO] | Repository | Version | Release | Md5 |

[2023-12-05 00:39:29.508] [INFO] +--------------+---------+------------------------+------------------------------------------+

[2023-12-05 00:39:29.508] [INFO] | grafana | 7.5.17 | 1 | 1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6 |

[2023-12-05 00:39:29.508] [INFO] | obagent | 4.2.1 | 100000122023103020.el7 | c08058fef64b2dc6b5e2f99748fbd76fe872e356 |

[2023-12-05 00:39:29.508] [INFO] | prometheus | 2.37.1 | 10000102022110211.el7 | 58913c7606f05feb01bc1c6410346e5fc31cf263 |

[2023-12-05 00:39:29.508] [INFO] | oceanbase-ce | 4.2.1.1 | 101010012023111012.el7 | e98c6ef860b5644c36f806e6fa2265255572b40a |

[2023-12-05 00:39:29.508] [INFO] | obproxy-ce | 4.2.1.0 | 11.el7 | 0aed4b782120e4248b749f67be3d2cc82cdcb70d |

[2023-12-05 00:39:29.508] [INFO] +--------------+---------+------------------------+------------------------------------------+

[2023-12-05 00:39:29.508] [INFO] Repository integrity check

[2023-12-05 00:39:29.639] [INFO] Parameter check

[2023-12-05 00:39:29.640] [DEBUG] - Searching param plugin for components ...

[2023-12-05 00:39:29.640] [DEBUG] - Search param plugin for grafana

[2023-12-05 00:39:29.640] [DEBUG] - Found for grafana-param-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:29.640] [DEBUG] - Applying grafana-param-7.5.17 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:29.640] [DEBUG] - Search param plugin for obagent

[2023-12-05 00:39:29.641] [DEBUG] - Found for obagent-param-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:29.641] [DEBUG] - Applying obagent-param-1.3.0 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:29.641] [DEBUG] - Search param plugin for prometheus

[2023-12-05 00:39:29.641] [DEBUG] - Found for prometheus-param-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:29.641] [DEBUG] - Applying prometheus-param-2.37.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:29.641] [DEBUG] - Search param plugin for oceanbase-ce

[2023-12-05 00:39:29.641] [DEBUG] - Found for oceanbase-ce-param-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:29.641] [DEBUG] - Applying oceanbase-ce-param-4.2.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:29.641] [DEBUG] - Search param plugin for obproxy-ce

[2023-12-05 00:39:29.642] [DEBUG] - Found for obproxy-ce-param-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:29.642] [DEBUG] - Applying obproxy-ce-param-3.1.0 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:29.642] [DEBUG] - Searching generate\_config plugin for components ...

[2023-12-05 00:39:29.642] [DEBUG] - Searching generate\_config plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:29.642] [DEBUG] - Found for grafana-py\_script\_generate\_config-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:29.642] [DEBUG] - Searching generate\_config plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:29.642] [DEBUG] - Found for obagent-py\_script\_generate\_config-0.1 for obagent-4.2.1

[2023-12-05 00:39:29.642] [DEBUG] - Searching generate\_config plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:29.642] [DEBUG] - Found for prometheus-py\_script\_generate\_config-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:29.642] [DEBUG] - Searching generate\_config plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:29.642] [DEBUG] - Found for oceanbase-ce-py\_script\_generate\_config-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:29.642] [DEBUG] - Searching generate\_config plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:29.643] [DEBUG] - Found for obproxy-ce-py\_script\_generate\_config-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:29.771] [DEBUG] - Call grafana-py\_script\_generate\_config-7.5.17 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:29.771] [DEBUG] - Call obagent-py\_script\_generate\_config-0.1 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:29.771] [DEBUG] - Call prometheus-py\_script\_generate\_config-2.37.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:29.771] [DEBUG] - Call oceanbase-ce-py\_script\_generate\_config-4.2.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:29.772] [DEBUG] - Call obproxy-ce-py\_script\_generate\_config-3.1.0 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:29.772] [DEBUG] - Cluster param configuration check

[2023-12-05 00:39:29.772] [DEBUG] - 127.0.0.1 grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6 param check

[2023-12-05 00:39:29.772] [DEBUG] - 127.0.0.1 obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356 param check

[2023-12-05 00:39:29.772] [DEBUG] - 127.0.0.1 prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263 param check

[2023-12-05 00:39:29.772] [DEBUG] - 127.0.0.1 oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a param check

[2023-12-05 00:39:29.772] [DEBUG] - 127.0.0.1 obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d param check

[2023-12-05 00:39:29.773] [INFO] Cluster status check

[2023-12-05 00:39:29.773] [DEBUG] - Searching status plugin for components ...

[2023-12-05 00:39:29.773] [DEBUG] - Searching status plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:29.774] [DEBUG] - Found for grafana-py\_script\_status-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:29.774] [DEBUG] - Searching status plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:29.774] [DEBUG] - Found for obagent-py\_script\_status-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:29.774] [DEBUG] - Searching status plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:29.774] [DEBUG] - Found for prometheus-py\_script\_status-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:29.774] [DEBUG] - Searching status plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:29.774] [DEBUG] - Found for oceanbase-ce-py\_script\_status-3.1.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:29.774] [DEBUG] - Searching status plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:29.774] [DEBUG] - Found for obproxy-ce-py\_script\_status-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:29.774] [DEBUG] - Call grafana-py\_script\_status-7.5.17 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:29.775] [DEBUG] -- local execute: cat /home/yyq2021211097/grafana/run/grafana.pid

[2023-12-05 00:39:29.778] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.778] [DEBUG] cat: /home/yyq2021211097/grafana/run/grafana.pid: No such file or directory

[2023-12-05 00:39:29.779] [DEBUG]

[2023-12-05 00:39:29.779] [DEBUG] - Call obagent-py\_script\_status-1.3.0 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:29.779] [DEBUG] -- local execute: cat /home/yyq2021211097/obagent/run/ob\_agentd.pid

[2023-12-05 00:39:29.783] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.783] [DEBUG] cat: /home/yyq2021211097/obagent/run/ob\_agentd.pid: No such file or directory

[2023-12-05 00:39:29.783] [DEBUG]

[2023-12-05 00:39:29.784] [DEBUG] - Call prometheus-py\_script\_status-2.37.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:29.784] [DEBUG] -- local execute: cat /home/yyq2021211097/prometheus/run/prometheus.pid

[2023-12-05 00:39:29.787] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.788] [DEBUG] cat: /home/yyq2021211097/prometheus/run/prometheus.pid: No such file or directory

[2023-12-05 00:39:29.788] [DEBUG]

[2023-12-05 00:39:29.788] [DEBUG] - Call oceanbase-ce-py\_script\_status-3.1.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:29.788] [DEBUG] -- local execute: cat /home/yyq2021211097/oceanbase-ce/run/observer.pid

[2023-12-05 00:39:29.792] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.792] [DEBUG] cat: /home/yyq2021211097/oceanbase-ce/run/observer.pid: No such file or directory

[2023-12-05 00:39:29.792] [DEBUG]

[2023-12-05 00:39:29.792] [DEBUG] - Call obproxy-ce-py\_script\_status-3.1.0 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:29.792] [DEBUG] -- local execute: cat /home/yyq2021211097/obproxy-ce/run/obproxy-127.0.0.1-2883.pid

[2023-12-05 00:39:29.796] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:29.796] [DEBUG] cat: /home/yyq2021211097/obproxy-ce/run/obproxy-127.0.0.1-2883.pid: No such file or directory

[2023-12-05 00:39:29.796] [DEBUG]

[2023-12-05 00:39:29.904] [DEBUG] - Search init plugin

[2023-12-05 00:39:29.904] [DEBUG] - Searching init plugin for components ...

[2023-12-05 00:39:29.904] [DEBUG] - Searching init plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:29.905] [DEBUG] - Found for grafana-py\_script\_init-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:29.905] [DEBUG] - Searching init plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:29.905] [DEBUG] - Found for obagent-py\_script\_init-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:29.905] [DEBUG] - Searching init plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:29.905] [DEBUG] - Found for prometheus-py\_script\_init-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:29.905] [DEBUG] - Searching init plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:29.906] [DEBUG] - Found for oceanbase-ce-py\_script\_init-4.0.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:29.906] [DEBUG] - Searching init plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:29.906] [DEBUG] - Found for obproxy-ce-py\_script\_init-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:29.906] [DEBUG] - Exec grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6 init plugin

[2023-12-05 00:39:29.906] [DEBUG] - Apply grafana-py\_script\_init-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:29.906] [DEBUG] - Call grafana-py\_script\_init-7.5.17 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:29.906] [DEBUG] - import init

[2023-12-05 00:39:29.909] [DEBUG] - add init ref count to 1

[2023-12-05 00:39:29.909] [INFO] Initializes grafana work home

[2023-12-05 00:39:29.910] [DEBUG] -- 127.0.0.1 init grafana work home

[2023-12-05 00:39:29.910] [DEBUG] -- local execute: pkill -9 -u `whoami` -f '/home/yyq2021211097/grafana/bin/grafana-server --homepath=/home/yyq2021211097/grafana --config=/home/yyq2021211097/grafana/conf/obd-grafana.ini --pidfile=/home/yyq2021211097/grafana/run/grafana.pid'

[2023-12-05 00:39:29.926] [DEBUG] -- exited code -9, error output:

[2023-12-05 00:39:29.926] [DEBUG]

[2023-12-05 00:39:29.926] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/grafana/\*

[2023-12-05 00:39:29.929] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.929] [DEBUG] -- local execute: bash -c "mkdir -p /home/yyq2021211097/grafana/{run,conf}"

[2023-12-05 00:39:29.936] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.936] [DEBUG] -- local execute: mkdir -p /home/yyq2021211097/grafana/data

[2023-12-05 00:39:29.943] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.943] [DEBUG] -- local execute: ls /home/yyq2021211097/grafana/data

[2023-12-05 00:39:29.947] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.947] [DEBUG] -- local execute: if [ ! '/home/yyq2021211097/grafana/data' -ef '/home/yyq2021211097/grafana/data' ]; then ln -sf /home/yyq2021211097/grafana/data /home/yyq2021211097/grafana/data; fi

[2023-12-05 00:39:29.950] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.951] [DEBUG] -- local execute: mkdir -p /home/yyq2021211097/grafana/data/log

[2023-12-05 00:39:29.955] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.955] [DEBUG] -- local execute: ls /home/yyq2021211097/grafana/data/log

[2023-12-05 00:39:29.959] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.960] [DEBUG] -- local execute: if [ ! '/home/yyq2021211097/grafana/data/log' -ef '/home/yyq2021211097/grafana/data/log' ]; then ln -sf /home/yyq2021211097/grafana/data/log /home/yyq2021211097/grafana/data/log; fi

[2023-12-05 00:39:29.963] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.963] [DEBUG] -- local execute: mkdir -p /home/yyq2021211097/grafana/data/plugins

[2023-12-05 00:39:29.967] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.967] [DEBUG] -- local execute: ls /home/yyq2021211097/grafana/data/plugins

[2023-12-05 00:39:29.971] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.971] [DEBUG] -- local execute: if [ ! '/home/yyq2021211097/grafana/data/plugins' -ef '/home/yyq2021211097/grafana/data/plugins' ]; then ln -sf /home/yyq2021211097/grafana/data/plugins /home/yyq2021211097/grafana/data/plugins; fi

[2023-12-05 00:39:29.974] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.974] [DEBUG] -- local execute: mkdir -p /home/yyq2021211097/grafana/conf/provisioning

[2023-12-05 00:39:29.978] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.978] [DEBUG] -- local execute: ls /home/yyq2021211097/grafana/conf/provisioning

[2023-12-05 00:39:29.982] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.982] [DEBUG] -- local execute: if [ ! '/home/yyq2021211097/grafana/conf/provisioning' -ef '/home/yyq2021211097/grafana/conf/provisioning' ]; then ln -sf /home/yyq2021211097/grafana/conf/provisioning /home/yyq2021211097/grafana/conf/provisioning; fi

[2023-12-05 00:39:29.984] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.984] [DEBUG] -- local execute: bash -c "mkdir -p /home/yyq2021211097/grafana/conf/provisioning/dashboards/templates"

[2023-12-05 00:39:29.989] [DEBUG] -- exited code 0

[2023-12-05 00:39:29.990] [DEBUG] -- local execute: mkdir -p /home/yyq2021211097/grafana/conf/provisioning/dashboards/templates && cp -f /home/yyq2021211097/.obd/plugins/grafana/7.5.17/oceanbase-metrics\_rev1.json /home/yyq2021211097/grafana/conf/provisioning/dashboards/templates/oceanbase-metrics\_rev1.json

[2023-12-05 00:39:29.999] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.000] [DEBUG] -- local execute: ln -s /home/yyq2021211097/grafana/data/log /home/yyq2021211097/grafana/log

[2023-12-05 00:39:30.003] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.041] [DEBUG] - sub init ref count to 0

[2023-12-05 00:39:30.041] [DEBUG] - export init

[2023-12-05 00:39:30.041] [DEBUG] - Exec obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356 init plugin

[2023-12-05 00:39:30.041] [DEBUG] - Apply obagent-py\_script\_init-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:30.041] [DEBUG] - Call obagent-py\_script\_init-1.3.0 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:30.041] [DEBUG] - import init

[2023-12-05 00:39:30.043] [DEBUG] - add init ref count to 1

[2023-12-05 00:39:30.044] [INFO] Initializes obagent work home

[2023-12-05 00:39:30.044] [DEBUG] -- 127.0.0.1 init cluster work home

[2023-12-05 00:39:30.044] [DEBUG] -- local execute: ^/home/yyq2021211097/obagent/bin/ob\_agentctl stop'

[2023-12-05 00:39:30.047] [DEBUG] -- exited code 2, error output:

[2023-12-05 00:39:30.048] [DEBUG] /bin/sh: 1: Syntax error: Unterminated quoted string

[2023-12-05 00:39:30.048] [DEBUG]

[2023-12-05 00:39:30.048] [DEBUG] -- local execute: bash -c 'if [[ "$(ls -d /home/yyq2021211097/obagent 2>/dev/null)" != "" && ! -O /home/yyq2021211097/obagent ]]; then exit 0; else exit 1; fi'

[2023-12-05 00:39:30.057] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:30.057] [DEBUG]

[2023-12-05 00:39:30.057] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/obagent

[2023-12-05 00:39:30.060] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.061] [DEBUG] -- local execute: bash -c 'mkdir -p /home/yyq2021211097/obagent/{run,bin,conf,log,tmp,backup,pkg\_store,task\_store,position\_store,site-packages}'

[2023-12-05 00:39:30.067] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.178] [DEBUG] - sub init ref count to 0

[2023-12-05 00:39:30.178] [DEBUG] - export init

[2023-12-05 00:39:30.178] [DEBUG] - Exec prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263 init plugin

[2023-12-05 00:39:30.178] [DEBUG] - Apply prometheus-py\_script\_init-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:30.178] [DEBUG] - Call prometheus-py\_script\_init-2.37.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:30.178] [DEBUG] - import init

[2023-12-05 00:39:30.181] [DEBUG] - add init ref count to 1

[2023-12-05 00:39:30.181] [INFO] Initializes prometheus work home

[2023-12-05 00:39:30.182] [DEBUG] -- local execute: pkill -9 -u `whoami` -f '^bash prometheusd.sh --config.file=/home/yyq2021211097/prometheus/prometheus.yaml --web.listen-address=0.0.0.0:9090'

[2023-12-05 00:39:30.192] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:30.192] [DEBUG]

[2023-12-05 00:39:30.192] [DEBUG] -- local execute: pkill -9 -u `whoami` -f '^/home/yyq2021211097/prometheus/prometheus --config.file=/home/yyq2021211097/prometheus/prometheus.yaml --web.listen-address=0.0.0.0:9090'

[2023-12-05 00:39:30.200] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:30.200] [DEBUG]

[2023-12-05 00:39:30.200] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/prometheus

[2023-12-05 00:39:30.203] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.203] [DEBUG] -- 127.0.0.1:/home/yyq2021211097/prometheus cleaned

[2023-12-05 00:39:30.203] [DEBUG] -- local execute: mkdir -p /home/yyq2021211097/prometheus

[2023-12-05 00:39:30.211] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.211] [DEBUG] -- local execute: ls /home/yyq2021211097/prometheus

[2023-12-05 00:39:30.217] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.217] [DEBUG] -- local execute: mkdir -p /home/yyq2021211097/prometheus/data

[2023-12-05 00:39:30.222] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.222] [DEBUG] -- local execute: ls /home/yyq2021211097/prometheus/data

[2023-12-05 00:39:30.225] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.314] [DEBUG] - sub init ref count to 0

[2023-12-05 00:39:30.314] [DEBUG] - export init

[2023-12-05 00:39:30.315] [DEBUG] - Exec oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a init plugin

[2023-12-05 00:39:30.315] [DEBUG] - Apply oceanbase-ce-py\_script\_init-4.0.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:30.315] [DEBUG] - Call oceanbase-ce-py\_script\_init-4.0.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:30.315] [DEBUG] - import init

[2023-12-05 00:39:30.318] [DEBUG] - add init ref count to 1

[2023-12-05 00:39:30.318] [DEBUG] -- option `force` is True

[2023-12-05 00:39:30.318] [INFO] Initializes observer work home

[2023-12-05 00:39:30.319] [DEBUG] -- 127.0.0.1 initializes observer work home

[2023-12-05 00:39:30.319] [DEBUG] -- local execute: pkill -9 -u `whoami` -f '^/home/yyq2021211097/oceanbase-ce/bin/observer -p 2881'

[2023-12-05 00:39:30.328] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:30.328] [DEBUG]

[2023-12-05 00:39:30.329] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/oceanbase-ce/\*

[2023-12-05 00:39:30.332] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.332] [DEBUG] -- local execute: bash -c "mkdir -p /home/yyq2021211097/oceanbase-ce/{etc,admin,.conf,log,bin,lib}"

[2023-12-05 00:39:30.336] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.337] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/oceanbase-ce/store/\*

[2023-12-05 00:39:30.340] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.340] [DEBUG] -- local execute: bash -c "mkdir -p /home/yyq2021211097/oceanbase-ce/store/sstable"

[2023-12-05 00:39:30.347] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.348] [DEBUG] -- local execute: if [ ! '/home/yyq2021211097/oceanbase-ce/store' -ef '/home/yyq2021211097/oceanbase-ce/store' ]; then ln -sf /home/yyq2021211097/oceanbase-ce/store /home/yyq2021211097/oceanbase-ce/store; fi

[2023-12-05 00:39:30.350] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.350] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/oceanbase-ce/store/clog/\*

[2023-12-05 00:39:30.353] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.354] [DEBUG] -- local execute: mkdir -p /home/yyq2021211097/oceanbase-ce/store/clog

[2023-12-05 00:39:30.359] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.359] [DEBUG] -- local execute: if [ ! '/home/yyq2021211097/oceanbase-ce/store/clog' -ef '/home/yyq2021211097/oceanbase-ce/store/clog' ]; then ln -sf /home/yyq2021211097/oceanbase-ce/store/clog /home/yyq2021211097/oceanbase-ce/store/clog; fi

[2023-12-05 00:39:30.361] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.361] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/oceanbase-ce/store/slog/\*

[2023-12-05 00:39:30.364] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.365] [DEBUG] -- local execute: mkdir -p /home/yyq2021211097/oceanbase-ce/store/slog

[2023-12-05 00:39:30.369] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.369] [DEBUG] -- local execute: if [ ! '/home/yyq2021211097/oceanbase-ce/store/slog' -ef '/home/yyq2021211097/oceanbase-ce/store/slog' ]; then ln -sf /home/yyq2021211097/oceanbase-ce/store/slog /home/yyq2021211097/oceanbase-ce/store/slog; fi

[2023-12-05 00:39:30.371] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.371] [DEBUG] -- check slog dir in the same disk with data dir

[2023-12-05 00:39:30.371] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097/oceanbase-ce/store/slog | awk 'NR == 2 { print $1 }'

[2023-12-05 00:39:30.375] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.375] [DEBUG] -- slog disk is /dev/sda5

[2023-12-05 00:39:30.375] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097/oceanbase-ce/store | awk 'NR == 2 { print $1 }'

[2023-12-05 00:39:30.378] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.378] [DEBUG] -- data disk is /dev/sda5

[2023-12-05 00:39:30.452] [DEBUG] - sub init ref count to 0

[2023-12-05 00:39:30.452] [DEBUG] - export init

[2023-12-05 00:39:30.452] [DEBUG] - Exec obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d init plugin

[2023-12-05 00:39:30.452] [DEBUG] - Apply obproxy-ce-py\_script\_init-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:30.452] [DEBUG] - Call obproxy-ce-py\_script\_init-3.1.0 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:30.452] [DEBUG] - import init

[2023-12-05 00:39:30.454] [DEBUG] - add init ref count to 1

[2023-12-05 00:39:30.455] [INFO] Initializes obproxy work home

[2023-12-05 00:39:30.455] [DEBUG] -- 127.0.0.1 init cluster work home

[2023-12-05 00:39:30.455] [DEBUG] -- local execute: pkill -9 -u `whoami` -f '^bash /home/yyq2021211097/obproxy-ce/obproxyd.sh /home/yyq2021211097/obproxy-ce 127.0.0.1 2883 daemon$'

[2023-12-05 00:39:30.464] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:30.464] [DEBUG]

[2023-12-05 00:39:30.464] [DEBUG] -- local execute: pkill -9 -u `whoami` -f '^/home/yyq2021211097/obproxy-ce/bin/obproxy --listen\_port 2883'

[2023-12-05 00:39:30.471] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:30.471] [DEBUG]

[2023-12-05 00:39:30.472] [DEBUG] -- local execute: bash -c 'if [[ "$(ls -d /home/yyq2021211097/obproxy-ce 2>/dev/null)" != "" && ! -O /home/yyq2021211097/obproxy-ce ]]; then exit 0; else exit 1; fi'

[2023-12-05 00:39:30.478] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:30.478] [DEBUG]

[2023-12-05 00:39:30.478] [DEBUG] -- local execute: pkill -9 -u `whoami` -f '^bash /home/yyq2021211097/obproxy-ce/obproxyd.sh /home/yyq2021211097/obproxy-ce 127.0.0.1 2883 daemon$'

[2023-12-05 00:39:30.488] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:30.488] [DEBUG]

[2023-12-05 00:39:30.488] [DEBUG] -- local execute: pkill -9 -u `whoami` -f '^/home/yyq2021211097/obproxy-ce/bin/obproxy --listen\_port 2883'

[2023-12-05 00:39:30.499] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:30.499] [DEBUG]

[2023-12-05 00:39:30.500] [DEBUG] -- local execute: rm -fr /home/yyq2021211097/obproxy-ce

[2023-12-05 00:39:30.504] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.504] [DEBUG] -- local execute: bash -c 'mkdir -p /home/yyq2021211097/obproxy-ce/{run,bin,lib}'

[2023-12-05 00:39:30.510] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.586] [DEBUG] - sub init ref count to 0

[2023-12-05 00:39:30.586] [DEBUG] - export init

[2023-12-05 00:39:30.590] [DEBUG] - Call general-py\_script\_install\_repo-0.1 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:30.590] [DEBUG] - import install\_repo

[2023-12-05 00:39:30.593] [DEBUG] - add install\_repo ref count to 1

[2023-12-05 00:39:30.593] [INFO] Remote grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6 repository install

[2023-12-05 00:39:30.594] [DEBUG] -- Remote grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6 repository integrity check

[2023-12-05 00:39:30.594] [DEBUG] -- 127.0.0.1 grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6 repository integrity check

[2023-12-05 00:39:30.594] [DEBUG] -- local execute: echo ${OBD\_HOME:-"$HOME"}/.obd

[2023-12-05 00:39:30.597] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.598] [DEBUG] -- local execute: cat /home/yyq2021211097/.obd/repository/grafana/7.5.17/1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6/.data

[2023-12-05 00:39:30.601] [DEBUG] -- exited code 0

[2023-12-05 00:39:30.601] [DEBUG] -- 127.0.0.1 grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6 install check

[2023-12-05 00:39:30.603] [DEBUG] -- 127.0.0.1 grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6 has installed

[2023-12-05 00:39:30.603] [DEBUG] -- yyq2021211097@127.0.0.1 set env \_repo\_dir to '/home/yyq2021211097/.obd/repository/grafana/7.5.17/1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6'

[2023-12-05 00:39:30.603] [DEBUG] -- yyq2021211097@127.0.0.1 set env \_home\_path to '/home/yyq2021211097/grafana'

[2023-12-05 00:39:30.603] [DEBUG] -- local execute: mkdir -p ${\_home\_path} && cd ${\_repo\_dir} && find -type d | xargs -i mkdir -p ${\_home\_path}/{}

[2023-12-05 00:39:31.173] [DEBUG] -- exited code 0

[2023-12-05 00:39:31.173] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/grafana/7.5.17/1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6/bin/grafana-server'

[2023-12-05 00:39:31.174] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/grafana/bin/grafana-server'

[2023-12-05 00:39:31.174] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:31.177] [DEBUG] -- exited code 0

[2023-12-05 00:39:31.177] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/grafana/7.5.17/1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6/bin'

[2023-12-05 00:39:31.177] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/grafana/bin'

[2023-12-05 00:39:31.177] [DEBUG] -- local execute: ls -1 ${source}

[2023-12-05 00:39:31.180] [DEBUG] -- exited code 0

[2023-12-05 00:39:31.181] [DEBUG] -- local execute: cd ${source} && find -type f | xargs -i ln -fs ${source}/{} ${target}/{}

[2023-12-05 00:39:31.186] [DEBUG] -- exited code 0

[2023-12-05 00:39:31.186] [DEBUG] -- local execute: cd ${source} && find -type l | xargs -i ln -fs ${source}/{} ${target}/{}

[2023-12-05 00:39:31.190] [DEBUG] -- exited code 0

[2023-12-05 00:39:31.190] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/grafana/7.5.17/1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6/public'

[2023-12-05 00:39:31.190] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/grafana/public'

[2023-12-05 00:39:31.190] [DEBUG] -- local execute: ls -1 ${source}

[2023-12-05 00:39:31.194] [DEBUG] -- exited code 0

[2023-12-05 00:39:31.194] [DEBUG] -- local execute: cd ${source} && find -type f | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:37.552] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.552] [DEBUG] -- local execute: cd ${source} && find -type l | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:37.564] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.564] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/grafana/7.5.17/1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6/plugins-bundled'

[2023-12-05 00:39:37.565] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/grafana/plugins-bundled'

[2023-12-05 00:39:37.565] [DEBUG] -- local execute: ls -1 ${source}

[2023-12-05 00:39:37.569] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.569] [DEBUG] -- local execute: cd ${source} && find -type f | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:37.590] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.591] [DEBUG] -- local execute: cd ${source} && find -type l | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:37.595] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.595] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/grafana/7.5.17/1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6/scripts'

[2023-12-05 00:39:37.595] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/grafana/scripts'

[2023-12-05 00:39:37.595] [DEBUG] -- local execute: ls -1 ${source}

[2023-12-05 00:39:37.600] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.600] [DEBUG] -- local execute: cd ${source} && find -type f | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:37.643] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.644] [DEBUG] -- local execute: cd ${source} && find -type l | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:37.648] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.649] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/grafana/7.5.17/1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6/conf'

[2023-12-05 00:39:37.649] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/grafana/conf'

[2023-12-05 00:39:37.649] [DEBUG] -- local execute: ls -1 ${source}

[2023-12-05 00:39:37.652] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.652] [DEBUG] -- local execute: cd ${source} && find -type f | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:37.678] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.678] [DEBUG] -- local execute: cd ${source} && find -type l | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:37.682] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.782] [INFO] Remote grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6 repository lib check

[2023-12-05 00:39:37.783] [DEBUG] -- 127.0.0.1 grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6 repository lib check

[2023-12-05 00:39:37.783] [DEBUG] -- yyq2021211097@127.0.0.1 set env LD\_LIBRARY\_PATH to '/home/yyq2021211097/grafana/lib:'

[2023-12-05 00:39:37.783] [DEBUG] -- local execute: ldd /home/yyq2021211097/grafana/bin/grafana-server

[2023-12-05 00:39:37.795] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.797] [DEBUG] -- yyq2021211097@127.0.0.1 set env LD\_LIBRARY\_PATH to ''

[2023-12-05 00:39:37.913] [DEBUG] - sub install\_repo ref count to 0

[2023-12-05 00:39:37.914] [DEBUG] - export install\_repo

[2023-12-05 00:39:37.914] [DEBUG] - Call general-py\_script\_install\_repo-0.1 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:37.914] [INFO] Remote obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356 repository install

[2023-12-05 00:39:37.915] [DEBUG] -- Remote obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356 repository integrity check

[2023-12-05 00:39:37.915] [DEBUG] -- 127.0.0.1 obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356 repository integrity check

[2023-12-05 00:39:37.915] [DEBUG] -- local execute: echo ${OBD\_HOME:-"$HOME"}/.obd

[2023-12-05 00:39:37.918] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.918] [DEBUG] -- local execute: cat /home/yyq2021211097/.obd/repository/obagent/4.2.1/c08058fef64b2dc6b5e2f99748fbd76fe872e356/.data

[2023-12-05 00:39:37.921] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.921] [DEBUG] -- 127.0.0.1 obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356 install check

[2023-12-05 00:39:37.923] [DEBUG] -- 127.0.0.1 obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356 has installed

[2023-12-05 00:39:37.924] [DEBUG] -- yyq2021211097@127.0.0.1 set env \_repo\_dir to '/home/yyq2021211097/.obd/repository/obagent/4.2.1/c08058fef64b2dc6b5e2f99748fbd76fe872e356'

[2023-12-05 00:39:37.924] [DEBUG] -- yyq2021211097@127.0.0.1 set env \_home\_path to '/home/yyq2021211097/obagent'

[2023-12-05 00:39:37.924] [DEBUG] -- local execute: mkdir -p ${\_home\_path} && cd ${\_repo\_dir} && find -type d | xargs -i mkdir -p ${\_home\_path}/{}

[2023-12-05 00:39:37.938] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.939] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/obagent/4.2.1/c08058fef64b2dc6b5e2f99748fbd76fe872e356/bin/ob\_mgragent'

[2023-12-05 00:39:37.939] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/obagent/bin/ob\_mgragent'

[2023-12-05 00:39:37.939] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:37.943] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.943] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/obagent/4.2.1/c08058fef64b2dc6b5e2f99748fbd76fe872e356/bin/ob\_monagent'

[2023-12-05 00:39:37.943] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/obagent/bin/ob\_monagent'

[2023-12-05 00:39:37.943] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:37.946] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.947] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/obagent/4.2.1/c08058fef64b2dc6b5e2f99748fbd76fe872e356/bin/ob\_agentd'

[2023-12-05 00:39:37.947] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/obagent/bin/ob\_agentd'

[2023-12-05 00:39:37.947] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:37.950] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.950] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/obagent/4.2.1/c08058fef64b2dc6b5e2f99748fbd76fe872e356/bin/ob\_agentctl'

[2023-12-05 00:39:37.951] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/obagent/bin/ob\_agentctl'

[2023-12-05 00:39:37.951] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:37.955] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.955] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/obagent/4.2.1/c08058fef64b2dc6b5e2f99748fbd76fe872e356/bin'

[2023-12-05 00:39:37.955] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/obagent/bin'

[2023-12-05 00:39:37.955] [DEBUG] -- local execute: ls -1 ${source}

[2023-12-05 00:39:37.960] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.960] [DEBUG] -- local execute: cd ${source} && find -type f | xargs -i ln -fs ${source}/{} ${target}/{}

[2023-12-05 00:39:37.968] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.968] [DEBUG] -- local execute: cd ${source} && find -type l | xargs -i ln -fs ${source}/{} ${target}/{}

[2023-12-05 00:39:37.972] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.973] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/obagent/4.2.1/c08058fef64b2dc6b5e2f99748fbd76fe872e356/conf'

[2023-12-05 00:39:37.973] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/obagent/conf'

[2023-12-05 00:39:37.973] [DEBUG] -- local execute: ls -1 ${source}

[2023-12-05 00:39:37.977] [DEBUG] -- exited code 0

[2023-12-05 00:39:37.977] [DEBUG] -- local execute: cd ${source} && find -type f | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:38.022] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.023] [DEBUG] -- local execute: cd ${source} && find -type l | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:38.027] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.046] [INFO] Remote obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356 repository lib check

[2023-12-05 00:39:38.047] [DEBUG] -- 127.0.0.1 obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356 repository lib check

[2023-12-05 00:39:38.047] [DEBUG] -- yyq2021211097@127.0.0.1 set env LD\_LIBRARY\_PATH to '/home/yyq2021211097/obagent/lib:'

[2023-12-05 00:39:38.047] [DEBUG] -- local execute: ldd /home/yyq2021211097/obagent/bin/ob\_mgragent

[2023-12-05 00:39:38.061] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.061] [DEBUG] -- local execute: ldd /home/yyq2021211097/obagent/bin/ob\_monagent

[2023-12-05 00:39:38.072] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.072] [DEBUG] -- local execute: ldd /home/yyq2021211097/obagent/bin/ob\_agentd

[2023-12-05 00:39:38.083] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.084] [DEBUG] -- local execute: ldd /home/yyq2021211097/obagent/bin/ob\_agentctl

[2023-12-05 00:39:38.096] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.097] [DEBUG] -- yyq2021211097@127.0.0.1 set env LD\_LIBRARY\_PATH to ''

[2023-12-05 00:39:38.179] [DEBUG] - Call general-py\_script\_install\_repo-0.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:38.179] [INFO] Remote prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263 repository install

[2023-12-05 00:39:38.180] [DEBUG] -- Remote prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263 repository integrity check

[2023-12-05 00:39:38.180] [DEBUG] -- 127.0.0.1 prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263 repository integrity check

[2023-12-05 00:39:38.180] [DEBUG] -- local execute: echo ${OBD\_HOME:-"$HOME"}/.obd

[2023-12-05 00:39:38.182] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.183] [DEBUG] -- local execute: cat /home/yyq2021211097/.obd/repository/prometheus/2.37.1/58913c7606f05feb01bc1c6410346e5fc31cf263/.data

[2023-12-05 00:39:38.186] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.186] [DEBUG] -- 127.0.0.1 prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263 install check

[2023-12-05 00:39:38.188] [DEBUG] -- 127.0.0.1 prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263 has installed

[2023-12-05 00:39:38.189] [DEBUG] -- yyq2021211097@127.0.0.1 set env \_repo\_dir to '/home/yyq2021211097/.obd/repository/prometheus/2.37.1/58913c7606f05feb01bc1c6410346e5fc31cf263'

[2023-12-05 00:39:38.190] [DEBUG] -- yyq2021211097@127.0.0.1 set env \_home\_path to '/home/yyq2021211097/prometheus'

[2023-12-05 00:39:38.190] [DEBUG] -- local execute: mkdir -p ${\_home\_path} && cd ${\_repo\_dir} && find -type d | xargs -i mkdir -p ${\_home\_path}/{}

[2023-12-05 00:39:38.199] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.199] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/prometheus/2.37.1/58913c7606f05feb01bc1c6410346e5fc31cf263/prometheus'

[2023-12-05 00:39:38.199] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/prometheus/prometheus'

[2023-12-05 00:39:38.199] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:38.203] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.204] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/prometheus/2.37.1/58913c7606f05feb01bc1c6410346e5fc31cf263/promtool'

[2023-12-05 00:39:38.204] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/prometheus/promtool'

[2023-12-05 00:39:38.204] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:38.207] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.207] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/prometheus/2.37.1/58913c7606f05feb01bc1c6410346e5fc31cf263/consoles'

[2023-12-05 00:39:38.208] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/prometheus/consoles'

[2023-12-05 00:39:38.208] [DEBUG] -- local execute: ls -1 ${source}

[2023-12-05 00:39:38.212] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.212] [DEBUG] -- local execute: cd ${source} && find -type f | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:38.228] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.228] [DEBUG] -- local execute: cd ${source} && find -type l | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:38.232] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.233] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/prometheus/2.37.1/58913c7606f05feb01bc1c6410346e5fc31cf263/console\_libraries'

[2023-12-05 00:39:38.233] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/prometheus/console\_libraries'

[2023-12-05 00:39:38.233] [DEBUG] -- local execute: ls -1 ${source}

[2023-12-05 00:39:38.237] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.237] [DEBUG] -- local execute: cd ${source} && find -type f | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:38.244] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.245] [DEBUG] -- local execute: cd ${source} && find -type l | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:38.249] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.312] [INFO] Remote prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263 repository lib check

[2023-12-05 00:39:38.312] [DEBUG] -- 127.0.0.1 prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263 repository lib check

[2023-12-05 00:39:38.312] [DEBUG] -- yyq2021211097@127.0.0.1 set env LD\_LIBRARY\_PATH to '/home/yyq2021211097/prometheus/lib:'

[2023-12-05 00:39:38.313] [DEBUG] -- yyq2021211097@127.0.0.1 set env LD\_LIBRARY\_PATH to ''

[2023-12-05 00:39:38.444] [DEBUG] - Call general-py\_script\_install\_repo-0.1 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:38.444] [INFO] Remote oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a repository install

[2023-12-05 00:39:38.445] [DEBUG] -- Remote oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a repository integrity check

[2023-12-05 00:39:38.445] [DEBUG] -- 127.0.0.1 oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a repository integrity check

[2023-12-05 00:39:38.445] [DEBUG] -- local execute: echo ${OBD\_HOME:-"$HOME"}/.obd

[2023-12-05 00:39:38.448] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.448] [DEBUG] -- local execute: cat /home/yyq2021211097/.obd/repository/oceanbase-ce/4.2.1.1/e98c6ef860b5644c36f806e6fa2265255572b40a/.data

[2023-12-05 00:39:38.451] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.451] [DEBUG] -- 127.0.0.1 oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a install check

[2023-12-05 00:39:38.454] [DEBUG] -- 127.0.0.1 oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a has installed

[2023-12-05 00:39:38.454] [DEBUG] -- yyq2021211097@127.0.0.1 set env \_repo\_dir to '/home/yyq2021211097/.obd/repository/oceanbase-ce/4.2.1.1/e98c6ef860b5644c36f806e6fa2265255572b40a'

[2023-12-05 00:39:38.454] [DEBUG] -- yyq2021211097@127.0.0.1 set env \_home\_path to '/home/yyq2021211097/oceanbase-ce'

[2023-12-05 00:39:38.454] [DEBUG] -- local execute: mkdir -p ${\_home\_path} && cd ${\_repo\_dir} && find -type d | xargs -i mkdir -p ${\_home\_path}/{}

[2023-12-05 00:39:38.465] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.465] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/oceanbase-ce/4.2.1.1/e98c6ef860b5644c36f806e6fa2265255572b40a/bin/observer'

[2023-12-05 00:39:38.465] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/oceanbase-ce/bin/observer'

[2023-12-05 00:39:38.465] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:38.468] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.468] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/oceanbase-ce/4.2.1.1/e98c6ef860b5644c36f806e6fa2265255572b40a/bin'

[2023-12-05 00:39:38.468] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/oceanbase-ce/bin'

[2023-12-05 00:39:38.469] [DEBUG] -- local execute: ls -1 ${source}

[2023-12-05 00:39:38.472] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.472] [DEBUG] -- local execute: cd ${source} && find -type f | xargs -i ln -fs ${source}/{} ${target}/{}

[2023-12-05 00:39:38.479] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.479] [DEBUG] -- local execute: cd ${source} && find -type l | xargs -i ln -fs ${source}/{} ${target}/{}

[2023-12-05 00:39:38.483] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.483] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/oceanbase-ce/4.2.1.1/e98c6ef860b5644c36f806e6fa2265255572b40a/etc'

[2023-12-05 00:39:38.484] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/oceanbase-ce/etc'

[2023-12-05 00:39:38.484] [DEBUG] -- local execute: ls -1 ${source}

[2023-12-05 00:39:38.487] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.487] [DEBUG] -- local execute: cd ${source} && find -type f | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:38.596] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.596] [DEBUG] -- local execute: cd ${source} && find -type l | xargs -i cp -f ${source}/{} ${target}/{}

[2023-12-05 00:39:38.600] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.600] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/oceanbase-ce/4.2.1.1/e98c6ef860b5644c36f806e6fa2265255572b40a/admin'

[2023-12-05 00:39:38.600] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/oceanbase-ce/admin'

[2023-12-05 00:39:38.601] [DEBUG] -- local execute: ls -1 ${source}

[2023-12-05 00:39:38.604] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.605] [DEBUG] -- local execute: cd ${source} && find -type f | xargs -i ln -fs ${source}/{} ${target}/{}

[2023-12-05 00:39:38.644] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.644] [DEBUG] -- local execute: cd ${source} && find -type l | xargs -i ln -fs ${source}/{} ${target}/{}

[2023-12-05 00:39:38.648] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.710] [INFO] Remote oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a repository lib check

[2023-12-05 00:39:38.711] [DEBUG] -- 127.0.0.1 oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a repository lib check

[2023-12-05 00:39:38.711] [DEBUG] -- yyq2021211097@127.0.0.1 set env LD\_LIBRARY\_PATH to '/home/yyq2021211097/oceanbase-ce/lib:'

[2023-12-05 00:39:38.711] [DEBUG] -- local execute: ldd /home/yyq2021211097/oceanbase-ce/bin/observer

[2023-12-05 00:39:38.724] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.725] [DEBUG] -- yyq2021211097@127.0.0.1 set env LD\_LIBRARY\_PATH to ''

[2023-12-05 00:39:38.842] [DEBUG] - Call general-py\_script\_install\_repo-0.1 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:38.843] [INFO] Remote obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d repository install

[2023-12-05 00:39:38.844] [DEBUG] -- Remote obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d repository integrity check

[2023-12-05 00:39:38.844] [DEBUG] -- 127.0.0.1 obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d repository integrity check

[2023-12-05 00:39:38.844] [DEBUG] -- local execute: echo ${OBD\_HOME:-"$HOME"}/.obd

[2023-12-05 00:39:38.846] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.847] [DEBUG] -- local execute: cat /home/yyq2021211097/.obd/repository/obproxy-ce/4.2.1.0/0aed4b782120e4248b749f67be3d2cc82cdcb70d/.data

[2023-12-05 00:39:38.850] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.850] [DEBUG] -- 127.0.0.1 obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d install check

[2023-12-05 00:39:38.852] [DEBUG] -- 127.0.0.1 obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d has installed

[2023-12-05 00:39:38.852] [DEBUG] -- yyq2021211097@127.0.0.1 set env \_repo\_dir to '/home/yyq2021211097/.obd/repository/obproxy-ce/4.2.1.0/0aed4b782120e4248b749f67be3d2cc82cdcb70d'

[2023-12-05 00:39:38.852] [DEBUG] -- yyq2021211097@127.0.0.1 set env \_home\_path to '/home/yyq2021211097/obproxy-ce'

[2023-12-05 00:39:38.853] [DEBUG] -- local execute: mkdir -p ${\_home\_path} && cd ${\_repo\_dir} && find -type d | xargs -i mkdir -p ${\_home\_path}/{}

[2023-12-05 00:39:38.862] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.863] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/obproxy-ce/4.2.1.0/0aed4b782120e4248b749f67be3d2cc82cdcb70d/bin/obproxy'

[2023-12-05 00:39:38.863] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/obproxy-ce/bin/obproxy'

[2023-12-05 00:39:38.863] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:38.866] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.975] [INFO] Remote obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d repository lib check

[2023-12-05 00:39:38.975] [DEBUG] -- 127.0.0.1 obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d repository lib check

[2023-12-05 00:39:38.976] [DEBUG] -- yyq2021211097@127.0.0.1 set env LD\_LIBRARY\_PATH to '/home/yyq2021211097/obproxy-ce/lib:'

[2023-12-05 00:39:38.976] [DEBUG] -- local execute: ldd /home/yyq2021211097/obproxy-ce/bin/obproxy

[2023-12-05 00:39:38.991] [DEBUG] -- exited code 0

[2023-12-05 00:39:38.991] [DEBUG] -- yyq2021211097@127.0.0.1 set env LD\_LIBRARY\_PATH to ''

[2023-12-05 00:39:39.107] [INFO] Try to get lib-repository

[2023-12-05 00:39:39.111] [DEBUG] - Search best suitable repository libs

[2023-12-05 00:39:39.111] [DEBUG] - Search package for components...

[2023-12-05 00:39:39.111] [DEBUG] - Get oceanbase-ce-libs repository

[2023-12-05 00:39:39.111] [DEBUG] - Search repository oceanbase-ce-libs version: None, tag: None, release: None, package\_hash: None

[2023-12-05 00:39:39.111] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 21

[2023-12-05 00:39:39.111] [DEBUG] - mkdir /home/yyq2021211097/.obd/repository/oceanbase-ce-libs

[2023-12-05 00:39:39.118] [DEBUG] - Found repository oceanbase-ce-libs-4.2.1.1-101010012023111012.el7-411c69202b38e7e656ced7146b85c01414727149

[2023-12-05 00:39:39.118] [DEBUG] - share lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 22

[2023-12-05 00:39:39.120] [DEBUG] - Search oceanbase-ce-libs package from mirror

[2023-12-05 00:39:39.120] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 31

[2023-12-05 00:39:39.120] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 32

[2023-12-05 00:39:39.120] [WARNING] Use centos 7 remote mirror repository for ubuntu 20.04

[2023-12-05 00:39:39.120] [DEBUG] - load repo config: /home/yyq2021211097/.obd/mirror/remote/OceanBase.repo

[2023-12-05 00:39:39.120] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/mirror\_and\_repo`, count 33

[2023-12-05 00:39:39.120] [DEBUG] - md5 is None

[2023-12-05 00:39:39.120] [DEBUG] - name is oceanbase-ce-libs

[2023-12-05 00:39:39.120] [DEBUG] - arch is ['ia32e', 'x86\_64', 'athlon', 'i686', 'i586', 'i486', 'i386', 'noarch']

[2023-12-05 00:39:39.121] [DEBUG] - release is None

[2023-12-05 00:39:39.121] [DEBUG] - version is None

[2023-12-05 00:39:39.121] [DEBUG] - MirrorRepositoryType.LOCAL mirror local found pkg: name: oceanbase-ce-libs

[2023-12-05 00:39:39.121] [DEBUG] version: 4.2.1.1

[2023-12-05 00:39:39.121] [DEBUG] release:101010012023111012.el7

[2023-12-05 00:39:39.121] [DEBUG] arch: x86\_64

[2023-12-05 00:39:39.121] [DEBUG] md5: 411c69202b38e7e656ced7146b85c01414727149

[2023-12-05 00:39:39.121] [DEBUG] - get RPM package by name: oceanbase-ce-libs

[2023-12-05 00:39:39.121] [DEBUG] version: 4.2.1.1

[2023-12-05 00:39:39.121] [DEBUG] release:101010012023111012.el7

[2023-12-05 00:39:39.121] [DEBUG] arch: x86\_64

[2023-12-05 00:39:39.121] [DEBUG] md5: 411c69202b38e7e656ced7146b85c01414727149

[2023-12-05 00:39:39.122] [DEBUG] - Found Package oceanbase-ce-libs-4.2.1.1-101010012023111012.el7-411c69202b38e7e656ced7146b85c01414727149

[2023-12-05 00:39:39.122] [DEBUG] - name: oceanbase-ce-libs

[2023-12-05 00:39:39.122] [DEBUG] version: 4.2.1.1

[2023-12-05 00:39:39.122] [DEBUG] release:101010012023111012.el7

[2023-12-05 00:39:39.122] [DEBUG] arch: x86\_64

[2023-12-05 00:39:39.122] [DEBUG] md5: 411c69202b38e7e656ced7146b85c01414727149 as same as oceanbase-ce-libs-4.2.1.1-101010012023111012.el7-411c69202b38e7e656ced7146b85c01414727149, Use package name: oceanbase-ce-libs

[2023-12-05 00:39:39.122] [DEBUG] version: 4.2.1.1

[2023-12-05 00:39:39.122] [DEBUG] release:101010012023111012.el7

[2023-12-05 00:39:39.122] [DEBUG] arch: x86\_64

[2023-12-05 00:39:39.122] [DEBUG] md5: 411c69202b38e7e656ced7146b85c01414727149

[2023-12-05 00:39:39.123] [DEBUG] - Searching install plugin for components ...

[2023-12-05 00:39:39.123] [DEBUG] - Searching install plugin for components ...

[2023-12-05 00:39:39.123] [DEBUG] - Search install plugin for oceanbase-ce-libs

[2023-12-05 00:39:39.125] [DEBUG] - Found for oceanbase-ce-libs-install-3.1.0 for oceanbase-ce-libs-4.2.1.1

[2023-12-05 00:39:39.125] [DEBUG] - create instance repository for oceanbase-ce-libs-4.2.1.1

[2023-12-05 00:39:39.129] [DEBUG] - oceanbase-ce-libs-4.2.1.1 is already install

[2023-12-05 00:39:39.129] [DEBUG] - Call general-py\_script\_install\_repo-0.1 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:39.130] [INFO] Remote oceanbase-ce-libs-4.2.1.1-101010012023111012.el7-411c69202b38e7e656ced7146b85c01414727149 repository install

[2023-12-05 00:39:39.130] [DEBUG] -- Remote oceanbase-ce-libs-4.2.1.1-101010012023111012.el7-411c69202b38e7e656ced7146b85c01414727149 repository integrity check

[2023-12-05 00:39:39.130] [DEBUG] -- 127.0.0.1 oceanbase-ce-libs-4.2.1.1-101010012023111012.el7-411c69202b38e7e656ced7146b85c01414727149 repository integrity check

[2023-12-05 00:39:39.130] [DEBUG] -- local execute: echo ${OBD\_HOME:-"$HOME"}/.obd

[2023-12-05 00:39:39.133] [DEBUG] -- exited code 0

[2023-12-05 00:39:39.133] [DEBUG] -- local execute: cat /home/yyq2021211097/.obd/repository/oceanbase-ce-libs/4.2.1.1/411c69202b38e7e656ced7146b85c01414727149/.data

[2023-12-05 00:39:39.138] [DEBUG] -- exited code 0

[2023-12-05 00:39:39.139] [DEBUG] -- 127.0.0.1 oceanbase-ce-libs-4.2.1.1-101010012023111012.el7-411c69202b38e7e656ced7146b85c01414727149 install check

[2023-12-05 00:39:39.143] [DEBUG] -- 127.0.0.1 oceanbase-ce-libs-4.2.1.1-101010012023111012.el7-411c69202b38e7e656ced7146b85c01414727149 has installed

[2023-12-05 00:39:39.143] [DEBUG] -- yyq2021211097@127.0.0.1 set env \_repo\_dir to '/home/yyq2021211097/.obd/repository/oceanbase-ce-libs/4.2.1.1/411c69202b38e7e656ced7146b85c01414727149'

[2023-12-05 00:39:39.143] [DEBUG] -- yyq2021211097@127.0.0.1 set env \_home\_path to '/home/yyq2021211097/oceanbase-ce/lib'

[2023-12-05 00:39:39.143] [DEBUG] -- local execute: mkdir -p ${\_home\_path} && cd ${\_repo\_dir} && find -type d | xargs -i mkdir -p ${\_home\_path}/{}

[2023-12-05 00:39:39.149] [DEBUG] -- exited code 0

[2023-12-05 00:39:39.149] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/oceanbase-ce-libs/4.2.1.1/411c69202b38e7e656ced7146b85c01414727149/libaio.so'

[2023-12-05 00:39:39.150] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/oceanbase-ce/lib/libaio.so'

[2023-12-05 00:39:39.150] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:39.154] [DEBUG] -- exited code 0

[2023-12-05 00:39:39.154] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/oceanbase-ce-libs/4.2.1.1/411c69202b38e7e656ced7146b85c01414727149/libaio.so.1'

[2023-12-05 00:39:39.154] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/oceanbase-ce/lib/libaio.so.1'

[2023-12-05 00:39:39.154] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:39.158] [DEBUG] -- exited code 0

[2023-12-05 00:39:39.159] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/oceanbase-ce-libs/4.2.1.1/411c69202b38e7e656ced7146b85c01414727149/libaio.so.1.0.1'

[2023-12-05 00:39:39.159] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/oceanbase-ce/lib/libaio.so.1.0.1'

[2023-12-05 00:39:39.159] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:39.162] [DEBUG] -- exited code 0

[2023-12-05 00:39:39.162] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/oceanbase-ce-libs/4.2.1.1/411c69202b38e7e656ced7146b85c01414727149/libmariadb.so'

[2023-12-05 00:39:39.162] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/oceanbase-ce/lib/libmariadb.so'

[2023-12-05 00:39:39.162] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:39.165] [DEBUG] -- exited code 0

[2023-12-05 00:39:39.166] [DEBUG] -- yyq2021211097@127.0.0.1 set env source to '/home/yyq2021211097/.obd/repository/oceanbase-ce-libs/4.2.1.1/411c69202b38e7e656ced7146b85c01414727149/libmariadb.so.3'

[2023-12-05 00:39:39.166] [DEBUG] -- yyq2021211097@127.0.0.1 set env target to '/home/yyq2021211097/oceanbase-ce/lib/libmariadb.so.3'

[2023-12-05 00:39:39.166] [DEBUG] -- local execute: ln -fs ${source} ${target}

[2023-12-05 00:39:39.169] [DEBUG] -- exited code 0

[2023-12-05 00:39:39.263] [INFO] Remote oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a repository lib check

[2023-12-05 00:39:39.263] [DEBUG] -- 127.0.0.1 oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a repository lib check

[2023-12-05 00:39:39.263] [DEBUG] -- yyq2021211097@127.0.0.1 set env LD\_LIBRARY\_PATH to '/home/yyq2021211097/oceanbase-ce/lib:'

[2023-12-05 00:39:39.263] [DEBUG] -- local execute: ldd /home/yyq2021211097/oceanbase-ce/bin/observer

[2023-12-05 00:39:39.273] [DEBUG] -- exited code 0

[2023-12-05 00:39:39.273] [DEBUG] -- yyq2021211097@127.0.0.1 set env LD\_LIBRARY\_PATH to ''

[2023-12-05 00:39:39.397] [DEBUG] - Call general-py\_script\_rsync-0.1 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:39.397] [DEBUG] - import rsync

[2023-12-05 00:39:39.399] [DEBUG] - add rsync ref count to 1

[2023-12-05 00:39:39.399] [DEBUG] - sub rsync ref count to 0

[2023-12-05 00:39:39.399] [DEBUG] - export rsync

[2023-12-05 00:39:39.399] [DEBUG] - Call general-py\_script\_rsync-0.1 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:39.399] [DEBUG] - Call general-py\_script\_rsync-0.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:39.400] [DEBUG] - Call general-py\_script\_rsync-0.1 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:39.400] [DEBUG] - Call general-py\_script\_rsync-0.1 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:39.400] [DEBUG] - dump deploy info to /home/yyq2021211097/.obd/cluster/demo/.data

[2023-12-05 00:39:39.403] [DEBUG] - open /home/yyq2021211097/.obd/cluster/demo/inner\_config.yaml for w

[2023-12-05 00:39:39.410] [INFO] demo deployed

[2023-12-05 00:39:39.410] [DEBUG] - Get Deploy by name

[2023-12-05 00:39:39.410] [DEBUG] - exclusive lock `/home/yyq2021211097/.obd/lock/deploy\_demo`, count 7

[2023-12-05 00:39:39.414] [DEBUG] - Deploy status judge

[2023-12-05 00:39:39.415] [INFO] Get local repositories

[2023-12-05 00:39:39.415] [DEBUG] - Get local repository grafana-7.5.17-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:39.416] [DEBUG] - Search repository grafana version: 7.5.17, tag: 1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6, release: None, package\_hash: None

[2023-12-05 00:39:39.416] [DEBUG] - Found repository grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:39.416] [DEBUG] - Get local repository obagent-4.2.1-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:39.416] [DEBUG] - Search repository obagent version: 4.2.1, tag: c08058fef64b2dc6b5e2f99748fbd76fe872e356, release: None, package\_hash: None

[2023-12-05 00:39:39.416] [DEBUG] - Found repository obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:39.416] [DEBUG] - Get local repository prometheus-2.37.1-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:39.416] [DEBUG] - Search repository prometheus version: 2.37.1, tag: 58913c7606f05feb01bc1c6410346e5fc31cf263, release: None, package\_hash: None

[2023-12-05 00:39:39.416] [DEBUG] - Found repository prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:39.416] [DEBUG] - Get local repository oceanbase-ce-4.2.1.1-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:39.416] [DEBUG] - Search repository oceanbase-ce version: 4.2.1.1, tag: e98c6ef860b5644c36f806e6fa2265255572b40a, release: None, package\_hash: None

[2023-12-05 00:39:39.416] [DEBUG] - Found repository oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:39.416] [DEBUG] - Get local repository obproxy-ce-4.2.1.0-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:39.416] [DEBUG] - Search repository obproxy-ce version: 4.2.1.0, tag: 0aed4b782120e4248b749f67be3d2cc82cdcb70d, release: None, package\_hash: None

[2023-12-05 00:39:39.416] [DEBUG] - Found repository obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:39.546] [DEBUG] - Get deploy config

[2023-12-05 00:39:39.564] [INFO] Search plugins

[2023-12-05 00:39:39.564] [DEBUG] - Searching start\_check plugin for components ...

[2023-12-05 00:39:39.564] [DEBUG] - Searching start\_check plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:39.565] [DEBUG] - Found for grafana-py\_script\_start\_check-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:39.565] [DEBUG] - Searching start\_check plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:39.565] [DEBUG] - Found for obagent-py\_script\_start\_check-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:39.565] [DEBUG] - Searching start\_check plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:39.565] [DEBUG] - Found for prometheus-py\_script\_start\_check-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:39.565] [DEBUG] - Searching start\_check plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:39.565] [DEBUG] - Found for oceanbase-ce-py\_script\_start\_check-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:39.565] [DEBUG] - Searching start\_check plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:39.566] [DEBUG] - Found for obproxy-ce-py\_script\_start\_check-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:39.566] [DEBUG] - Searching create\_tenant plugin for components ...

[2023-12-05 00:39:39.566] [DEBUG] - Searching create\_tenant plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:39.566] [DEBUG] - No such create\_tenant plugin for grafana-7.5.17

[2023-12-05 00:39:39.566] [DEBUG] - Searching create\_tenant plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:39.566] [DEBUG] - No such create\_tenant plugin for obagent-4.2.1

[2023-12-05 00:39:39.566] [DEBUG] - Searching create\_tenant plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:39.566] [DEBUG] - No such create\_tenant plugin for prometheus-2.37.1

[2023-12-05 00:39:39.566] [DEBUG] - Searching create\_tenant plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:39.567] [DEBUG] - Found for oceanbase-ce-py\_script\_create\_tenant-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:39.567] [DEBUG] - Searching create\_tenant plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:39.567] [DEBUG] - No such create\_tenant plugin for obproxy-ce-4.2.1.0

[2023-12-05 00:39:39.567] [DEBUG] - Searching start plugin for components ...

[2023-12-05 00:39:39.567] [DEBUG] - Searching start plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:39.567] [DEBUG] - Found for grafana-py\_script\_start-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:39.567] [DEBUG] - Searching start plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:39.567] [DEBUG] - Found for obagent-py\_script\_start-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:39.567] [DEBUG] - Searching start plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:39.568] [DEBUG] - Found for prometheus-py\_script\_start-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:39.568] [DEBUG] - Searching start plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:39.568] [DEBUG] - Found for oceanbase-ce-py\_script\_start-4.0.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:39.568] [DEBUG] - Searching start plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:39.568] [DEBUG] - Found for obproxy-ce-py\_script\_start-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:39.568] [DEBUG] - Searching connect plugin for components ...

[2023-12-05 00:39:39.568] [DEBUG] - Searching connect plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:39.568] [DEBUG] - Found for grafana-py\_script\_connect-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:39.569] [DEBUG] - Searching connect plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:39.569] [DEBUG] - Found for obagent-py\_script\_connect-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:39.569] [DEBUG] - Searching connect plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:39.569] [DEBUG] - Found for prometheus-py\_script\_connect-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:39.570] [DEBUG] - Searching connect plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:39.570] [DEBUG] - Found for oceanbase-ce-py\_script\_connect-3.1.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:39.570] [DEBUG] - Searching connect plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:39.570] [DEBUG] - Found for obproxy-ce-py\_script\_connect-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:39.570] [DEBUG] - Searching bootstrap plugin for components ...

[2023-12-05 00:39:39.570] [DEBUG] - Searching bootstrap plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:39.571] [DEBUG] - Found for grafana-py\_script\_bootstrap-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:39.571] [DEBUG] - Searching bootstrap plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:39.571] [DEBUG] - Found for obagent-py\_script\_bootstrap-0.1 for obagent-4.2.1

[2023-12-05 00:39:39.571] [DEBUG] - Searching bootstrap plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:39.571] [DEBUG] - Found for prometheus-py\_script\_bootstrap-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:39.571] [DEBUG] - Searching bootstrap plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:39.571] [DEBUG] - Found for oceanbase-ce-py\_script\_bootstrap-4.0.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:39.571] [DEBUG] - Searching bootstrap plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:39.571] [DEBUG] - Found for obproxy-ce-py\_script\_bootstrap-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:39.572] [DEBUG] - Searching display plugin for components ...

[2023-12-05 00:39:39.572] [DEBUG] - Searching display plugin for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:39.572] [DEBUG] - Found for grafana-py\_script\_display-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:39.572] [DEBUG] - Searching display plugin for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:39.572] [DEBUG] - Found for obagent-py\_script\_display-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:39.572] [DEBUG] - Searching display plugin for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:39.572] [DEBUG] - Found for prometheus-py\_script\_display-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:39.572] [DEBUG] - Searching display plugin for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:39.573] [DEBUG] - Found for oceanbase-ce-py\_script\_display-3.1.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:39.573] [DEBUG] - Searching display plugin for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:39.573] [DEBUG] - Found for obproxy-ce-py\_script\_display-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:39.695] [INFO] Open ssh connection

[2023-12-05 00:39:39.827] [INFO] Load cluster param plugin

[2023-12-05 00:39:39.827] [DEBUG] - Searching param plugin for components ...

[2023-12-05 00:39:39.828] [DEBUG] - Search param plugin for grafana

[2023-12-05 00:39:39.828] [DEBUG] - Found for grafana-param-7.5.17 for grafana-7.5.17

[2023-12-05 00:39:39.828] [DEBUG] - Applying grafana-param-7.5.17 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:39.828] [DEBUG] - Search param plugin for obagent

[2023-12-05 00:39:39.828] [DEBUG] - Found for obagent-param-1.3.0 for obagent-4.2.1

[2023-12-05 00:39:39.828] [DEBUG] - Applying obagent-param-1.3.0 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:39.828] [DEBUG] - Search param plugin for prometheus

[2023-12-05 00:39:39.828] [DEBUG] - Found for prometheus-param-2.37.1 for prometheus-2.37.1

[2023-12-05 00:39:39.828] [DEBUG] - Applying prometheus-param-2.37.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:39.828] [DEBUG] - Search param plugin for oceanbase-ce

[2023-12-05 00:39:39.829] [DEBUG] - Found for oceanbase-ce-param-4.2.0.0 for oceanbase-ce-4.2.1.1

[2023-12-05 00:39:39.829] [DEBUG] - Applying oceanbase-ce-param-4.2.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:39.829] [DEBUG] - Search param plugin for obproxy-ce

[2023-12-05 00:39:39.829] [DEBUG] - Found for obproxy-ce-param-3.1.0 for obproxy-ce-4.2.1.0

[2023-12-05 00:39:39.829] [DEBUG] - Applying obproxy-ce-param-3.1.0 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:39.959] [DEBUG] - Call oceanbase-ce-py\_script\_start\_check-4.2.0.0 for oceanbase-ce-4.2.1.1-101010012023111012.el7-e98c6ef860b5644c36f806e6fa2265255572b40a

[2023-12-05 00:39:39.959] [DEBUG] - import start\_check

[2023-12-05 00:39:39.965] [DEBUG] - add start\_check ref count to 1

[2023-12-05 00:39:39.966] [INFO] Check before start observer

[2023-12-05 00:39:39.967] [DEBUG] -- local execute: ls /home/yyq2021211097/oceanbase-ce/store/clog/tenant\_1/

[2023-12-05 00:39:39.971] [DEBUG] -- exited code 2, error output:

[2023-12-05 00:39:39.971] [DEBUG] ls: cannot access '/home/yyq2021211097/oceanbase-ce/store/clog/tenant\_1/': No such file or directory

[2023-12-05 00:39:39.971] [DEBUG]

[2023-12-05 00:39:39.971] [DEBUG] -- local execute: cat /home/yyq2021211097/oceanbase-ce/run/observer.pid

[2023-12-05 00:39:39.975] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:39.975] [DEBUG] cat: /home/yyq2021211097/oceanbase-ce/run/observer.pid: No such file or directory

[2023-12-05 00:39:39.975] [DEBUG]

[2023-12-05 00:39:39.975] [DEBUG] -- 127.0.0.1 port check

[2023-12-05 00:39:39.976] [DEBUG] -- local execute: bash -c 'cat /proc/net/{tcp\*,udp\*}' | awk -F' ' '{print $2,$10}' | grep '00000000:0B41' | awk -F' ' '{print $2}' | uniq

[2023-12-05 00:39:39.982] [DEBUG] -- exited code 0

[2023-12-05 00:39:39.982] [DEBUG] -- local execute: bash -c 'cat /proc/net/{tcp\*,udp\*}' | awk -F' ' '{print $2,$10}' | grep '00000000:0B42' | awk -F' ' '{print $2}' | uniq

[2023-12-05 00:39:39.991] [DEBUG] -- exited code 0

[2023-12-05 00:39:39.992] [DEBUG] -- local execute: ls /home/yyq2021211097/oceanbase-ce/store/sstable/block\_file

[2023-12-05 00:39:39.995] [DEBUG] -- exited code 2, error output:

[2023-12-05 00:39:39.995] [DEBUG] ls: cannot access '/home/yyq2021211097/oceanbase-ce/store/sstable/block\_file': No such file or directory

[2023-12-05 00:39:39.995] [DEBUG]

[2023-12-05 00:39:39.996] [DEBUG] -- local execute: grep -e '^ \*lo:' /proc/net/dev

[2023-12-05 00:39:40.001] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.001] [DEBUG] -- local execute: cat /proc/sys/fs/aio-max-nr /proc/sys/fs/aio-nr

[2023-12-05 00:39:40.005] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.005] [WARNING] OBD-1011: (127.0.0.1) The recommended value of fs.aio-max-nr is 1048576 (Current value: 65536)

[2023-12-05 00:39:40.005] [DEBUG] -- local execute: ulimit -a

[2023-12-05 00:39:40.007] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.008] [WARNING] (127.0.0.1) failed to get open files

[2023-12-05 00:39:40.008] [WARNING] (127.0.0.1) failed to get max user processes

[2023-12-05 00:39:40.008] [DEBUG] -- local execute: cat /proc/meminfo

[2023-12-05 00:39:40.011] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.012] [ERROR] OBD-2000: (127.0.0.1) not enough memory. (Available: 2.6G, Need: 3.0G)

[2023-12-05 00:39:40.012] [DEBUG] -- local execute: df --block-size=1024

[2023-12-05 00:39:40.017] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.017] [DEBUG] -- get disk info for path /dev, total: 1990721536 avail: 1990721536

[2023-12-05 00:39:40.017] [DEBUG] -- get disk info for path /run, total: 406482944 avail: 404623360

[2023-12-05 00:39:40.017] [DEBUG] -- get disk info for path /, total: 41560670208 avail: 26182455296

[2023-12-05 00:39:40.017] [DEBUG] -- get disk info for path /dev/shm, total: 2032394240 avail: 2032394240

[2023-12-05 00:39:40.017] [DEBUG] -- get disk info for path /run/lock, total: 5242880 avail: 5238784

[2023-12-05 00:39:40.017] [DEBUG] -- get disk info for path /sys/fs/cgroup, total: 2032394240 avail: 2032394240

[2023-12-05 00:39:40.017] [DEBUG] -- get disk info for path /snap/bare/5, total: 131072 avail: 0

[2023-12-05 00:39:40.017] [DEBUG] -- get disk info for path /snap/core20/1828, total: 66453504 avail: 0

[2023-12-05 00:39:40.017] [DEBUG] -- get disk info for path /snap/core22/864, total: 77594624 avail: 0

[2023-12-05 00:39:40.017] [DEBUG] -- get disk info for path /snap/core20/2015, total: 66584576 avail: 0

[2023-12-05 00:39:40.017] [DEBUG] -- get disk info for path /snap/gnome-3-38-2004/119, total: 363200512 avail: 0

[2023-12-05 00:39:40.017] [DEBUG] -- get disk info for path /snap/gnome-3-38-2004/143, total: 366739456 avail: 0

[2023-12-05 00:39:40.018] [DEBUG] -- get disk info for path /snap/gnome-42-2204/141, total: 521142272 avail: 0

[2023-12-05 00:39:40.018] [DEBUG] -- get disk info for path /snap/gtk-common-themes/1535, total: 96206848 avail: 0

[2023-12-05 00:39:40.018] [DEBUG] -- get disk info for path /snap/snapd/18357, total: 52297728 avail: 0

[2023-12-05 00:39:40.018] [DEBUG] -- get disk info for path /snap/snap-store/638, total: 48234496 avail: 0

[2023-12-05 00:39:40.018] [DEBUG] -- get disk info for path /snap/snap-store/959, total: 12976128 avail: 0

[2023-12-05 00:39:40.018] [DEBUG] -- get disk info for path /snap/snapd/20290, total: 42860544 avail: 0

[2023-12-05 00:39:40.018] [DEBUG] -- get disk info for path /boot/efi, total: 535805952 avail: 535801856

[2023-12-05 00:39:40.018] [DEBUG] -- get disk info for path /run/user/1000, total: 406478848 avail: 406458368

[2023-12-05 00:39:40.018] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097/oceanbase-ce/store/clog

[2023-12-05 00:39:40.021] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.021] [DEBUG] -- get disk info for path /, total: 41560670208 avail: 26182451200

[2023-12-05 00:39:40.022] [DEBUG] -- local execute: df --block-size=1024 /home/yyq2021211097/oceanbase-ce/store

[2023-12-05 00:39:40.025] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.025] [DEBUG] -- get disk info for path /, total: 41560670208 avail: 26182451200

[2023-12-05 00:39:40.025] [DEBUG] -- disk: {'/dev': {'total': 1990721536, 'avail': 1990721536, 'need': 0}, '/run': {'total': 406482944, 'avail': 404623360, 'need': 0}, '/': {'total': 41560670208, 'avail': 26182451200, 'need': 0}, '/dev/shm': {'total': 2032394240, 'avail': 2032394240, 'need': 0}, '/run/lock': {'total': 5242880, 'avail': 5238784, 'need': 0}, '/sys/fs/cgroup': {'total': 2032394240, 'avail': 2032394240, 'need': 0}, '/snap/bare/5': {'total': 131072, 'avail': 0, 'need': 0}, '/snap/core20/1828': {'total': 66453504, 'avail': 0, 'need': 0}, '/snap/core22/864': {'total': 77594624, 'avail': 0, 'need': 0}, '/snap/core20/2015': {'total': 66584576, 'avail': 0, 'need': 0}, '/snap/gnome-3-38-2004/119': {'total': 363200512, 'avail': 0, 'need': 0}, '/snap/gnome-3-38-2004/143': {'total': 366739456, 'avail': 0, 'need': 0}, '/snap/gnome-42-2204/141': {'total': 521142272, 'avail': 0, 'need': 0}, '/snap/gtk-common-themes/1535': {'total': 96206848, 'avail': 0, 'need': 0}, '/snap/snapd/18357': {'total': 52297728, 'avail': 0, 'need': 0}, '/snap/snap-store/638': {'total': 48234496, 'avail': 0, 'need': 0}, '/snap/snap-store/959': {'total': 12976128, 'avail': 0, 'need': 0}, '/snap/snapd/20290': {'total': 42860544, 'avail': 0, 'need': 0}, '/boot/efi': {'total': 535805952, 'avail': 535801856, 'need': 0}, '/run/user/1000': {'total': 406478848, 'avail': 406458368, 'need': 0}}

[2023-12-05 00:39:40.025] [WARNING] OBD-1012: (127.0.0.1) clog and data use the same disk (/)

[2023-12-05 00:39:40.097] [INFO] [WARN] OBD-1011: (127.0.0.1) The recommended value of fs.aio-max-nr is 1048576 (Current value: 65536)

[2023-12-05 00:39:40.097] [INFO] [WARN] (127.0.0.1) failed to get open files

[2023-12-05 00:39:40.097] [INFO] [WARN] (127.0.0.1) failed to get max user processes

[2023-12-05 00:39:40.097] [INFO] [ERROR] OBD-2000: (127.0.0.1) not enough memory. (Available: 2.6G, Need: 3.0G)

[2023-12-05 00:39:40.097] [INFO] [WARN] OBD-1012: (127.0.0.1) clog and data use the same disk (/)

[2023-12-05 00:39:40.097] [INFO]

[2023-12-05 00:39:40.098] [DEBUG] - sub start\_check ref count to 0

[2023-12-05 00:39:40.098] [DEBUG] - export start\_check

[2023-12-05 00:39:40.098] [DEBUG] - oceanbase-ce starting check failed.

[2023-12-05 00:39:40.098] [DEBUG] - Call obproxy-ce-py\_script\_start\_check-3.1.0 for obproxy-ce-4.2.1.0-11.el7-0aed4b782120e4248b749f67be3d2cc82cdcb70d

[2023-12-05 00:39:40.098] [DEBUG] - import start\_check

[2023-12-05 00:39:40.101] [DEBUG] - add start\_check ref count to 1

[2023-12-05 00:39:40.101] [INFO] Check before start obproxy

[2023-12-05 00:39:40.102] [DEBUG] -- local execute: cat /home/yyq2021211097/obproxy-ce/run/obproxy-127.0.0.1-2883.pid

[2023-12-05 00:39:40.105] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:40.105] [DEBUG] cat: /home/yyq2021211097/obproxy-ce/run/obproxy-127.0.0.1-2883.pid: No such file or directory

[2023-12-05 00:39:40.105] [DEBUG]

[2023-12-05 00:39:40.106] [DEBUG] -- 127.0.0.1 port check

[2023-12-05 00:39:40.106] [DEBUG] -- local execute: bash -c 'cat /proc/net/{tcp\*,udp\*}' | awk -F' ' '{print $2,$10}' | grep '00000000:0B43' | awk -F' ' '{print $2}' | uniq

[2023-12-05 00:39:40.113] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.114] [DEBUG] -- local execute: bash -c 'cat /proc/net/{tcp\*,udp\*}' | awk -F' ' '{print $2,$10}' | grep '00000000:0B44' | awk -F' ' '{print $2}' | uniq

[2023-12-05 00:39:40.119] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.233] [DEBUG] - sub start\_check ref count to 0

[2023-12-05 00:39:40.233] [DEBUG] - export start\_check

[2023-12-05 00:39:40.233] [DEBUG] - Call obagent-py\_script\_start\_check-1.3.0 for obagent-4.2.1-100000122023103020.el7-c08058fef64b2dc6b5e2f99748fbd76fe872e356

[2023-12-05 00:39:40.233] [DEBUG] - import start\_check

[2023-12-05 00:39:40.237] [DEBUG] - add start\_check ref count to 1

[2023-12-05 00:39:40.237] [INFO] Check before start obagent

[2023-12-05 00:39:40.239] [DEBUG] -- local execute: cat /home/yyq2021211097/obagent/run/ob\_agentd.pid

[2023-12-05 00:39:40.242] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:40.242] [DEBUG] cat: /home/yyq2021211097/obagent/run/ob\_agentd.pid: No such file or directory

[2023-12-05 00:39:40.242] [DEBUG]

[2023-12-05 00:39:40.243] [DEBUG] -- 127.0.0.1 port check

[2023-12-05 00:39:40.244] [DEBUG] -- local execute: bash -c 'cat /proc/net/{tcp\*,udp\*}' | awk -F' ' '{print $2,$10}' | grep '00000000:1F99' | awk -F' ' '{print $2}' | uniq

[2023-12-05 00:39:40.251] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.251] [DEBUG] -- local execute: bash -c 'cat /proc/net/{tcp\*,udp\*}' | awk -F' ' '{print $2,$10}' | grep '00000000:1F98' | awk -F' ' '{print $2}' | uniq

[2023-12-05 00:39:40.256] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.369] [DEBUG] - sub start\_check ref count to 0

[2023-12-05 00:39:40.369] [DEBUG] - export start\_check

[2023-12-05 00:39:40.369] [DEBUG] - Call prometheus-py\_script\_start\_check-2.37.1 for prometheus-2.37.1-10000102022110211.el7-58913c7606f05feb01bc1c6410346e5fc31cf263

[2023-12-05 00:39:40.369] [DEBUG] - import start\_check

[2023-12-05 00:39:40.373] [DEBUG] - add start\_check ref count to 1

[2023-12-05 00:39:40.373] [INFO] Check before start prometheus

[2023-12-05 00:39:40.374] [DEBUG] -- local execute: cat /home/yyq2021211097/prometheus/run/prometheus.pid

[2023-12-05 00:39:40.377] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:40.378] [DEBUG] cat: /home/yyq2021211097/prometheus/run/prometheus.pid: No such file or directory

[2023-12-05 00:39:40.378] [DEBUG]

[2023-12-05 00:39:40.378] [DEBUG] -- 127.0.0.1 port check

[2023-12-05 00:39:40.378] [DEBUG] -- local execute: bash -c 'cat /proc/net/{tcp\*,udp\*}' | awk -F' ' '{print $2,$10}' | grep '00000000:2382' | awk -F' ' '{print $2}' | uniq

[2023-12-05 00:39:40.385] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.507] [DEBUG] - sub start\_check ref count to 0

[2023-12-05 00:39:40.507] [DEBUG] - export start\_check

[2023-12-05 00:39:40.507] [DEBUG] - Call grafana-py\_script\_start\_check-7.5.17 for grafana-7.5.17-1-1bf1f338d3a3445d8599dc6902e7aeed4de4e0d6

[2023-12-05 00:39:40.507] [DEBUG] - import start\_check

[2023-12-05 00:39:40.510] [DEBUG] - add start\_check ref count to 1

[2023-12-05 00:39:40.510] [INFO] Check before start grafana

[2023-12-05 00:39:40.511] [DEBUG] -- local execute: cat /home/yyq2021211097/grafana/run/grafana.pid

[2023-12-05 00:39:40.514] [DEBUG] -- exited code 1, error output:

[2023-12-05 00:39:40.514] [DEBUG] cat: /home/yyq2021211097/grafana/run/grafana.pid: No such file or directory

[2023-12-05 00:39:40.514] [DEBUG]

[2023-12-05 00:39:40.514] [DEBUG] -- 127.0.0.1 port check

[2023-12-05 00:39:40.514] [DEBUG] -- local execute: bash -c 'cat /proc/net/{udp\*,tcp\*}' | awk -F' ' '{print $2,$10}' | grep '00000000:0BB8' | awk -F' ' '{print $2}' | uniq

[2023-12-05 00:39:40.520] [DEBUG] -- exited code 0

[2023-12-05 00:39:40.643] [DEBUG] - sub start\_check ref count to 0

[2023-12-05 00:39:40.643] [DEBUG] - export start\_check

[2023-12-05 00:39:40.646] [INFO] See https://www.oceanbase.com/product/ob-deployer/error-codes .

[2023-12-05 00:39:40.646] [INFO] Trace ID: ca13a190-9349-11ee-ac32-000c291499b3

[2023-12-05 00:39:40.646] [INFO] If you want to view detailed obd logs, please run: obd display-trace ca13a190-9349-11ee-ac32-000c291499b3

[2023-12-05 00:39:40.647] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/deploy\_demo release, count 6

[2023-12-05 00:39:40.647] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 32

[2023-12-05 00:39:40.647] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 31

[2023-12-05 00:39:40.647] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 30

[2023-12-05 00:39:40.647] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 21

[2023-12-05 00:39:40.647] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 20

[2023-12-05 00:39:40.647] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 29

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 28

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 27

[2023-12-05 00:39:40.648] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 19

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 26

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 25

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 24

[2023-12-05 00:39:40.648] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 18

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 23

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 22

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 21

[2023-12-05 00:39:40.648] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 17

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 20

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 19

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 18

[2023-12-05 00:39:40.648] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 16

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 17

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 16

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 15

[2023-12-05 00:39:40.648] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 15

[2023-12-05 00:39:40.648] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/deploy\_demo release, count 5

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 14

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 13

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 12

[2023-12-05 00:39:40.649] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 14

[2023-12-05 00:39:40.649] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 13

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 11

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 10

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 9

[2023-12-05 00:39:40.649] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 12

[2023-12-05 00:39:40.649] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 11

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 8

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 7

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 6

[2023-12-05 00:39:40.649] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 10

[2023-12-05 00:39:40.649] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 9

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 5

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 4

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 3

[2023-12-05 00:39:40.649] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 8

[2023-12-05 00:39:40.649] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 7

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 2

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 1

[2023-12-05 00:39:40.649] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 0

[2023-12-05 00:39:40.649] [DEBUG] - try to get share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo

[2023-12-05 00:39:40.650] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 6

[2023-12-05 00:39:40.650] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 5

[2023-12-05 00:39:40.650] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/deploy\_demo release, count 4

[2023-12-05 00:39:40.650] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/deploy\_demo release, count 3

[2023-12-05 00:39:40.650] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/deploy\_demo release, count 2

[2023-12-05 00:39:40.650] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 4

[2023-12-05 00:39:40.650] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 3

[2023-12-05 00:39:40.650] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 2

[2023-12-05 00:39:40.650] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 1

[2023-12-05 00:39:40.650] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/mirror\_and\_repo release, count 0

[2023-12-05 00:39:40.650] [DEBUG] - unlock /home/yyq2021211097/.obd/lock/mirror\_and\_repo

[2023-12-05 00:39:40.650] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/deploy\_demo release, count 1

[2023-12-05 00:39:40.650] [DEBUG] - exclusive lock /home/yyq2021211097/.obd/lock/deploy\_demo release, count 0

[2023-12-05 00:39:40.650] [DEBUG] - unlock /home/yyq2021211097/.obd/lock/deploy\_demo

[2023-12-05 00:39:40.650] [DEBUG] - share lock /home/yyq2021211097/.obd/lock/global release, count 0

[2023-12-05 00:39:40.650] [DEBUG] - unlock /home/yyq2021211097/.obd/lock/global