2026-02-03 19:05:04 [NOTICE] [StoresManager.cpp:251 124506,1022859456] Create scheduler with file size 16MB, cache 10MB and flush limit 32MB, compressed 2, , read wait number 0, enable index true, read thread number 2, index arena size 2562026-02-03 19:05:05 [NOTICE] [StoreCommandsProcessor.cpp:107 124506,980862720] Get Request GET /start?subTopic=OB_MYSQL_CE_ten_1_7gvs8l1d2t1c-1-0&subId=0000000034&store.conf=%2Fhome%2Fds%2Fstore%2Fstore7105%2Fconf%2Fcrawler.conf&master=true HTTP/1.12026-02-03 19:05:05 [NOTICE] [StoreCommandsProcessor.cpp:112 124506,980862720] Request params: master = true2026-02-03 19:05:05 [NOTICE] [StoreCommandsProcessor.cpp:112 124506,980862720] Request params: store.conf = /home/ds/store/store7105/conf/crawler.conf2026-02-03 19:05:05 [NOTICE] [StoreCommandsProcessor.cpp:112 124506,980862720] Request params: subId = 00000000342026-02-03 19:05:05 [NOTICE] [StoreCommandsProcessor.cpp:112 124506,980862720] Request params: subTopic = OB_MYSQL_CE_ten_1_7gvs8l1d2t1c-1-02026-02-03 19:05:05 [NOTICE] [StoresManager.cpp:343 124506,980862720] Starting store OB_MYSQL_CE_ten_1_7gvs8l1d2t1c-1-0.0000000034 with config /home/ds/store/store7105/conf/crawler.conf2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:571 124506,980862720] sectionnames size:132026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:587 124506,980862720] load 0th sectionnames:global2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:config.version value:32026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:running.mode value:strict2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:577 124506,980862720] Config of sectionnames:mysql2store is empty2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:577 124506,980862720] Config of sectionnames:store2store is empty2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:587 124506,980862720] load 3th sectionnames:ob2store2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:collect_ddl value:true2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:dbtype value:oceanbase2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:error.level value:WARN2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:master.binlog value:2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:master.host value:1.1.1.12026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:master.offset value:2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:master.port value:12026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:master.timestamp value:17701161012026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:parallelism value:10242026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:pipeline value:reset,read,parse,filter|consume2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:serialize_pool_size value:42026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:subId value:00000000342026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:subTopic value:OB_MYSQL_CE_ten_1_7gvs8l1d2t1c-1-02026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:topic value:OB_MYSQL_CE_ten_1_7gvs8l1d2t1c2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:587 124506,980862720] load 4th sectionnames:store2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:clearer.outdated value:12096002026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:clearer.period value:36002026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:client.wait value:432002026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:connection.numLimit value:10002026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:drcnet.threadPoolSize value:22026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:drcnetListenPort value:170042026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:listeningPort value:170022026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:queue.forceIndexIter value:12026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:queue.threadPoolSize value:42026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:reader value:on2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:repStatus value:master2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:useThreadPool value:true2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:writer.threshold value:12026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:writer.type value:message2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:587 124506,980862720] load 5th sectionnames:liboblog2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:cluster_appname value:ZLOBC2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:cluster_db_name value:oceanbase2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:cluster_password value:123abcABC2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:cluster_url value:http://172.16.6.10:8080/services?Action=ObRootServiceInfo&User_ID=OMS&UID=OMS&ObRegion=ZLOBC2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:cluster_user value:drc2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:enable_convert_timestamp_to_unix_timestamp value:12026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:enable_output_hidden_primary_key value:12026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:enable_output_invisible_column value:12026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:enable_output_trans_order_by_sql_operation value:12026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:first_start_timestamp value:17701153430002026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:history_schema_version_count value:162026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:instance_index value:02026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:instance_num value:12026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:progress_limit_sec_for_ddl value:36002026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:region value:默认地域2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:sort_trans_participants value:12026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:target_ob_region value:default2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:tb_black_list value:*.*.delay_delete_*|*.*.DELAY_DELETE_*2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:tb_white_list value:YS_DEV_D.*.*2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:591 124506,980862720] load config key:timezone value:+08:002026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:577 124506,980862720] Config of sectionnames:partition is empty2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:577 124506,980862720] Config of sectionnames:hbase2store is empty2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:577 124506,980862720] Config of sectionnames:oracle2store is empty2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:577 124506,980862720] Config of sectionnames:deliver2store is empty2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:577 124506,980862720] Config of sectionnames:unit is empty2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:577 124506,980862720] Config of sectionnames:db2tostore is empty2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:577 124506,980862720] Config of sectionnames:logproxy2store is empty2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:834 124506,980862720] succeed to init record sent log with log.sent.record=0, log.sent.record.users=, log.sent.max.files=502026-02-03 19:05:05 [WARN] [StoreManager.cpp:680 124506,980862720] Load Rule Library : library Name not found, FilterRule not work2026-02-03 19:05:05 [NOTICE] [StoreManager.cpp:1383 124506,980862720] drcnet server buf size: 10485762026-02-03 19:05:06 [WARN] [StoreManager.cpp:1394 124506,980862720] drcnet http listen port is 170042026-02-03 19:05:06 [NOTICE] [StoreManager.cpp:1487 124506,980862720] Store Start use thread pool mode2026-02-03 19:05:06 [NOTICE] [Reader.cpp:231 124506,671053568] Drc Frame OB_MYSQL_CE_ten_1_7gvs8l1d2t1c-1-0.0000000034 started2026-02-03 19:05:06 [NOTICE] [StoresManager.cpp:414 124506,980862720] Store OB_MYSQL_CE_ten_1_7gvs8l1d2t1c-1-0.0000000034 first start2026-02-03 19:05:06 [NOTICE] [StoresManager.cpp:424 124506,980862720] Store quota remains 9 out of 10 after start, 1 store instance in memory2026-02-03 19:05:06 [NOTICE] [Reader.cpp:193 124506,671053568] register module ob2store ok2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: clearer.outdated=>12096002026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: clearer.period=>36002026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: client.wait=>432002026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: connection.numLimit=>10002026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: drcnet.threadPoolSize=>22026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: drcnetListenPort=>170042026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: listeningPort=>170022026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: queue.forceIndexIter=>12026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: queue.threadPoolSize=>42026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: reader=>on2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: repStatus=>master2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: storesManager.port=>71052026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: useThreadPool=>true2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: writer.threshold=>12026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: writer.type=>message2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: cluster_appname=>ZLOBC2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: cluster_db_name=>oceanbase2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: cluster_password=>123abcABC2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: cluster_url=>http://172.16.6.10:8080/services?Action=ObRootServiceInfo&User_ID=OMS&UID=OMS&ObRegion=ZLOBC2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: cluster_user=>drc2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: enable_convert_timestamp_to_unix_timestamp=>12026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: enable_output_hidden_primary_key=>12026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: enable_output_invisible_column=>12026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: enable_output_trans_order_by_sql_operation=>12026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: first_start_timestamp=>17701153430002026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: history_schema_version_count=>162026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: instance_index=>02026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: instance_num=>12026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: progress_limit_sec_for_ddl=>36002026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: region=>默认地域2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: sort_trans_participants=>12026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: target_ob_region=>default2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: tb_black_list=>*.*.delay_delete_*|*.*.DELAY_DELETE_*2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: tb_white_list=>YS_DEV_D.*.*2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: timezone=>+08:002026-02-03 19:05:06 [WARN] [DrcModRunner.cpp:138 124506,3699840768] got empty config for partition2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: collect_ddl=>true2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: dbtype=>oceanbase2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: error.level=>WARN2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: master.binlog=>2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: master.host=>1.1.1.12026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: master.offset=>2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: master.port=>12026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: master.timestamp=>17701161012026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: parallelism=>10242026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: pipeline=>reset,read,parse,filter|consume2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: serialize_pool_size=>42026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: subId=>00000000342026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: subTopic=>OB_MYSQL_CE_ten_1_7gvs8l1d2t1c-1-02026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: topic=>OB_MYSQL_CE_ten_1_7gvs8l1d2t1c2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:100 124506,3699840768] OB Store:  config ob2store: stores.listen.port=>71052026-02-03 19:05:06 [NOTICE] [DrcModRunner.cpp:166 124506,3699840768] pipeline diagnose off2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:285 124506,3699840768] OB Store:  start with tm: 1770116101, cp: , safe-timestamp: 17701161012026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:290 124506,3699840768] OB Store: DDL handling: collect2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:293 124506,3699840768] OB Store: liboblog construct2026-02-03 19:05:06 [NOTICE] [ob2storeMod.cpp:304 124506,3699840768] OB Store: liboblog init2026-02-03 19:05:09 [NOTICE] [ob2storeMod.cpp:311 124506,3699840768] OB Store: liboblog launch2026-02-03 19:05:09 [NOTICE] [ob2storeMod.cpp:327 124506,3699840768] OB Store: init binlog serialize thread pool2026-02-03 19:05:09 [NOTICE] [ob2storeMod.cpp:481 124506,3699840768] start serialize pool size: 42026-02-03 19:05:09 [NOTICE] [ob2storeMod.cpp:333 124506,3699840768] OB Store:  init ob2store ok

